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Abstract. We find all irreducible hypergeometric sheaves whose geometric monodromy group is
finite, almost quasisimple and has the projective special linear group PSLn(q) with n ≥ 3 as a
composition factor. We use the classification of semisimple elements with specific spectra in irre-
ducible Weil representations to prove that if an irreducible hypergeometric sheaf has such geometric
monodromy group, then it must be of certain form. Then we extend results of Katz and Tiep on a
prototypical family of such sheaves to full generality to show that these hypergeometric sheaves do
have such geometric monodromy groups, and that they have some connection to a construction of
Abhyankar.
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Introduction. Let p be a prime and let q be a power of p. A conjecture of Abhyankar [1],
proved by Harbater [3], says that the finite quotient groups of the étale fundamental group of the

multiplicative group Gm := A1 \ {0} over Fp are precisely the finite groups G such that G/Op′(G)

is cyclic, where Op′(G) is the subgroup generated by all Sylow p-subgroups of G. Since this proof is
nonconstructive, one might want to realize each of these groups in a faithful complex representation
as the monodromy group of an explicitly written Q`-local system over Gm.

Hypergeometric sheaves are the simplest rigid local systems over Gm, in the sense that they have
the sum of Swan conductors equal to 1, which is the lowest possible nonzero value. Katz, Rojas-Leon
and Tiep [13], [15], [12] used hypergeometric sheaves to realize many quotient groups of πet1 (Gm/Fq).
In [14], Katz and Tiep studied the converse direction: they showed that if the geometric monodromy
group of a hypergeometric sheaves satisfying a mild condition (S+) is finite, then it is either almost
quasisimple or an “extraspecial normalizer”. For the almost quasisimple case, they also gave a list
of all possible pairs (S, V ) of finite simple groups S and their complex representations V which
can occur as the unique nonabelian simple factor of the geometric monodromy group of irreducible
hypergeometric sheaves, cf. [14, Section 10].
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In this paper, we return to the original viewpoint of constructing local systems that realize
given finite groups as their monodromy groups. We focus on one of the five “generic” families of
finite almost quasisimple groups listed in [14, Section 10], namely those with the unique nonabelian
composition factor PSLn(Fq) with n ≥ 3. Katz and Tiep [13] found some examples of hypergeometric
sheaves realizing some of these groups. However, whether these are the only hypergeometric sheaves
realizing these groups, and the analogous statements for other families of finite almost quasisimple
groups, were not known. Here we give the first result in this direction: we give a complete list of
irreducible hypergeometric sheaves for groups “coming from” PSLn(Fq).

The main results of this paper, namely Theorem 4.1, Theorem 4.2 and Corollary 5.10, says that
for n ≥ 3, the irreducible hypergeometric sheaves whose geometric monodromy group is finite almost
quasisimple having PSLn(Fq) as the unique nonabelian composition factor are precisely those of the
form

Hypψ(Char(
qn − 1

q − 1
, χ(b+c)j);Char(

qm − 1

q − 1
, χbj) ∪ Char(

qn−m − 1

q − 1
, χcj))⊗ Lϕ

or

Hypψ(Char(
qn − 1

q − 1
) \ {1};Char(q

m − 1

q − 1
) ∪ (Char(

qn−m − 1

q − 1
) \ {1}))⊗ Lϕ

where ϕ is a multiplicative character of Fp of finite order, χ is that of order precisely q − 1, ψ is a
nontrivial additive character of Fp, and m, b, c are integers satisfying certain conditions.

In section 1, we fix notations and review some known facts about irreducible hypergeometric
sheaves and their monodromy groups, which will be needed in the subsequent sections. In section 2,
we set up some notations regarding the Weil representations of GLn(Fq), and make some observa-
tions which will be used in subsequent sections. Section 3 studies the action of certain p-subgroups
of GLn(Fq) on the irreducible Weil modules. Together with some facts we review in section 1,
the results of section 2 and 3 completely determine the possible local monodromies at 0 and ∞
of the hypergeometric sheaves we want to study. However, the local pictures at these two points
are studied separately, so we need to determine which pairs of them can actually arise as local
monodromy of a hypergeometric sheaf with the desired geometric monodromy group. In section 4,
we use two new ideas to achieve this: the use of determinant sheaves of irreducible hypergeometric
sheaves to find a connection between the local monodromies at 0 and ∞, and some new techniques
to find counterexamples for certain inequality called the “V -test”. Thanks to these, we obtain short
lists Theorem 4.1 and Theorem 4.2 of candidate hypergeometric sheaves. In section 5, we prove
that these sheaves do have the desired geometric monodromy groups. This is done by extending
the method used in [13] to study a smaller family of hypergeometric sheaves. This family in [13]
also had some connection to a work of Abhyankar [2]. We briefly discuss a generalization of this
connection to the sheaves in Theorem 4.1 and Theorem 4.2 in the final section.

Acknowledgments. I would like to thank my Ph. D. advisor, Professor Pham Huu Tiep, for
raising this problem and his devoted support and guidance. I would also thank Professor Nicholas
Katz for helpful discussions. I gratefully acknowledge the support of NSF (grants DMS-1840702
and DMS-2200850).

1. Preliminary Results and the Basic Set-up

Let Fp be the algebraic closure of the finite field of characteristic p. Fix another prime ` 6= p, and

let Q` be the algebraic closure of the field of `-adic numbers. Throughout this paper, we will not
distinguish between the C-representations and Q`-representations of finite groups. Let K be a finite
subfield of Fp. We will understand lisse Q`-local systems over Gm/K as continuous representations
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of the étale fundamental group πet1 (Gm/K). The Zariski closures of the image of πet1 (Gm/K) and
the subgroup πgeom1 (Gm) := πet1 (Gm/Fp) under this representation are called the arithmetic and
geometric monodromy group, often denoted by Garith and Ggeom, respectively, of this sheaf.

To study the monodromy of lisse Q`-sheaves over Gm, we need to look at their local monodromy
at 0 and∞, that is, the restrictions to the inertia subgroups I(0) and I(∞) of πet1 (Gm). The inertia
subgroup I(0) has a normal pro-p-subgroup, namely the wild inertia subgroup P (0). The quotient
I(0)/P (0) is a pro-cyclic group of pro-order prime to p. Fix an element γ0 of I(0) of pro-order
prime to p, such that γ0P (0) is a topological generator of I(0)/P (0). Similarly, fix γ∞ ∈ I(∞) of
pro-order prime to p such that γ∞P (∞) is a topological generator of I(∞)/P (∞).

Let ψ : Fp → Q`
×

be a nontrivial additive character. Given D multiplicative characters

χ1, . . . , χD : K× → Q`
×

and m multiplicative characters ρ1, . . . , ρm : K× → Q`
×

, where D > m ≥ 0,
one can define the hypergeometric sheaf of type (D,m):

Hypψ(χ1, . . . , χD; ρ1, . . . , ρm).

We will assume that {χ1, . . . , χD}∩{ρ1, . . . , ρm} = ∅. Under this assumption, this is lisse on Gm/K,
geometrically irreducible, has rank D, and pure of weight D +m− 1. For the details of these facts
and other basic theory of hypergeometric sheaves, see [6, Chapter 8].

The characters χ1, . . . , χD are called the “upstairs characters” of this hypergeometric sheaf. The
local monodromy at 0 of this sheaf is tame, and given by the direct sum of Jordan blocks of the
Kummer sheaves Lχi defined by the upstairs characters. In particular, the characters χ1, . . . , χD
must be pairwise distinct whenever the geometric monodromy group is finite, and in this case the
local monodromy is just the direct sum

⊕D
i=1 Lχi . Since it is tame, we can view it as a continuous

representation of I(0)/P (0) = 〈γ0P (0)〉. In particular, the image of γ0 will completely determine
this representation (up to isomorphism).

The “downstairs characters” ρ1, . . . , ρm have a similar but slightly different property. The hyper-
geometric sheaf Hypψ(χ1, . . . , χD; ρ1, . . . , ρm) is not tame at ∞, so the local monodromy at ∞ can
be written as a direct sum Tame⊕Wild. Here, Tame is a tame representation of rank m determined
by the downstairs characters in the same way as how the upstairs characters determine the local
monodromy at 0. In addition to that, we have a totally wild part Wild of dimension D −m and
Swan conductor 1. Hence, to determine the downstairs character, looking at the image of γ∞ alone
is insufficient; we should also look at the image of P (∞) and use the following result.

Proposition 1.1. [14, Proposition 4.10] [12, Proposition 5.9] Let H be an irreducible hypergeometric
sheaf of type (D,m) with D > m ≥ 0. If D −m = paW0 for some integer a ≥ 0 and p - W0, then
we have the following:

(i) Wild |P (∞) is a direct sum of W0 multiplicative translates of P |P (∞) by µW0, where P is an
irreducible I(∞)-representation of dimension pa and Swan conductor 1.

(ii) γ∞ cyclically permutes these W0 irreducible constituents of Wild |P (∞).
(iii) If a = 0, then the image of P (∞) is isomorphic to the additive group of the finite field

Fp(µD−m).
(iv) If a > 0, then there exists a root of unity ζ whose order is prime to p, such that the spectrum

of γW0
∞ on each irreducible constituents of Wild |P (∞) is ζ · (µpa+1 \ {1}).

If an irreducible hypergeometric sheaf is not primitive, then it is either Kummer induced or
Belyi induced, and both cases can be easily recognized from the upstairs and downstairs characters,
cf. [10, Proposition 1.2]. If we restrict ourselves to the primitive cases, then [16, Theorem 5.2.9]
and [14, Lemma 1.1] tells us that if our hypergeometric sheaf is of type (D,m) with D > m and
D 6= 4, 8, 9, and if the geometric monodromy group Ggeom of this sheaf is finite, then Ggeom is
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either almost quasisimple or an “extraspecial normalizer”. Moreover, if D is not a prime power
and not 1, then Ggeom is almost quasisimple, and the unique nonabelian composition factor and its
representation are as listed in [14, Section 10].

In this paper, we study the sheaves which realize [14, Section 10, case (b)]: the irreducible
(but not necessarily primitive) hypergeometric sheaves whose geometric monodromy groups are
finite, almost quasisimple with unique nonabelian composition factor PSLn(Fq), n ≥ 3. Such
hypergeometric sheaves are known to exist, and one construction can be found in [13]. Most of such
hypergeometric sheaves are known to satisfy several nice properties. We will need some of these
properties, which we list below for convenience.

Proposition 1.2. [6, Proposition 8.15.2] [14, Theorem 6.6(ii), Theorem 7.3, Theorem 8.1, Corollary
8.4] Let Hypψ(χ1, . . . , χD; ρ1, . . . , ρm) be an irreducible hypergeometric sheaf over Gm/K for some
finite field K. Suppose that the geometric monodromy group G is finite, almost quasisimple with
unique nonabelian composition factor PSLn(Fq) for an integer n ≥ 3 and a power q of a prime p.
Then:

(a) The upstairs and downstairs characters are pairwise distinct.
(b) The characteristic of K is p, unless (n, q) is one of (3, 2), (4, 2), (3, 3), (3, 4) and D ≤ 22.
(c) Suppose that (n, q) 6= (3, 4). Then the quasisimple layer E(G) of G is a quotient of SLn(Fq).

Moreover, the monodromy representation as a representation of E(G) is an irreducible Weil
representation of this quotient of SLn(Fq).

(d) If (n, q) 6= (3, 2), (3, 3), (3, 4), then the image g0 of γ0 under the map πet1 (Gm) → G →
G/Z(G) ⊆ Aut(PSLn(Fq)) lies in PGLn(Fq). If in addition D −m ≥ 2, then G/Z(G) ∼=
PGLn(Fq).

When D −m = 1, [14, Corollary 8.4] (which is the second part of Proposition 1.2(d)) does not
apply, since it relies on [14, Theorem 4.1] which requires D−m ≥ 2. However, we can at least prove
the following weaker version.

Proposition 1.3. Let H be a hypergeometric sheaf as in Proposition 1.2, and let G = Ggeom be
the geometric monodromy group of this. Assume that the conclusion of Proposition 1.2(c) holds.
Suppose that D−m = 1 and (n, q) 6= (3, 2), (3, 3), (3, 4). Let g∞ ∈ G be the image of γ∞ ∈ I(∞) in
G, and let g∞ ∈ G/Z(G) be its image. Then g∞ ∈ PGLn(Fq).

Proof. The spectrum of g∞ on H is the union of the spectrum on Tame and that on Wild. The
spectrum on Tame corresponds to the upstairs characters, so in particular g∞ has at least m = D−1
distinct eigenvalues. Since the restriction of the monodromy representation is an irreducible Weil
representation of SLn(Fq), D is either qn−q

q−1 or qn−1
q−1 . Therefore, the order of g∞ is at least qn−1

q−1 − 2.

Now we can apply the first part of the proof of [14, Theorem 8.1]. �

Instead of excluding all the exceptional pairs of (n, q) in Proposition 1.2 and Proposition 1.3, we
want to include those hypergeometric sheaves which satisfies the conclusions of the above proposi-
tions. Therefore, we will study the hypergeometric sheaves H with the geometric monodromy group
G which satisfies the following conditions:

(?)


H is irreducible and lisse on Gm/K for a finite extension K/Fp.
G is finite, almost quasisimple with unique composition factor PSLn(Fq) for some
integer n ≥ 3 and a power q of p.
The images of γ0, γ∞ under the map πet1 (Gm)→ G→ G/Z(G) are in PGLn(Fq).
The quasisimple layer E(G) is a quotient of SLn(Fq), and the restriction of the
monodromy representation of H to E(G) is an irreducible Weil representation.
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By Proposition 1.2 and Proposition 1.3, except when (n, q) = (3, 2), (3, 3), (3, 4), (4, 2), the last two
conditions in (?) and that K has characteristic p are redundant, and (?) is equivalent to: H is irreducible and lisse on Gm/K for a finite field K.

G is finite, almost quasisimple with unique composition factor PSLn(Fq) for some
integer n ≥ 3 and a power q of p.


Remark 1.4. In the situation of (?), let g0, g∞ be the images of γ0, γ∞ in G under the mon-
odromy representation, and let g0, g∞ be their images in G/Z(G) ≤ Aut(PSLn(Fq)), so that
g0, g∞ ∈ PGLn(Fq). The monodromy representation gives a projective representation of PSLn(Fq) =
E(G)/Z(E(G)), which comes from an irreducible Weil representation of SLn(Fq). Hence, if we take
the restriction of the monodromy representation to the subgroup 〈E(G), g0, g∞〉 of G, then this
gives a projective representation of the subgroup 〈E(G)/Z(E(G)), g0, g∞〉 ≤ PGLn(Fq). This can
be lifted to an irreducible Weil representation of the corresponding subgroup H of GLn(Fq). There-
fore, the spectrum of γ0 on H is just a root of unity times the spectrum of an inverse image
h0 ∈ H ≤ GLn(Fq) of g0 on this irreducible Weil representation. The same statement holds for γ∞
with another root of unity.

2. Weil Representations of Finite General Linear Groups

Suppose that we have a hypergeometric sheaf H with the geometric monodromy group G which
satisfies (?). The discussions in section 1, including Proposition 1.1 and Proposition 1.2, tells us that
the spectrum of γ0 onH cannot have an eigenvalue with multiplicity larger than 1, and the spectrum
of γ∞ on each of Tame and Wild also have the same property. As we saw in Remark 1.4, these spectra
are just a root of unity times the spectra of some elements of GLn(Fq) on some irreducible Weil
representation. In this section, we classify the elements of GLn(Fq) whose eigenvalues on some
irreducible Weil module have multiplicity at most 2.

Fix a generator α of the cyclic group F×q , and a primitive (q − 1)th root of unity λ ∈ Q`
×

. Let
η be a multiplicative character of Fq that maps α to λ. Consider the natural (left) permutation
action of GLn(Fq) on Fnq . The corresponding CGLn(Fq)-module is called the total Weil module.
We will denote this by Weil. It has a standard basis {ev | v ∈ Fnq }, and each g ∈ GLn(Fq) acts by

ev 7→ egv. For each 0 6= v ∈ Fnq and each j = 0, . . . , q − 2, define v(j) =
∑q−2

i=0 λ
−ijeαiv. Then

(αI).v(j) =

q−2∑
i=0

λ−ij(αI).eαiv =

q−2∑
i=0

λ−ijeαi+1v =

q−2∑
i=0

λ−(i−1)jeαiv = λjv(j).

In particular, the element αI ∈ Z(GLn(Fq)) has an eigenvalue λj on Weil, and v(j) is an eigenvector

associated to this eigenvalue. Note that (αv)(j) = λjv(j), so if we choose one nonzero v from each

one-dimensional subspace of Fnq , then the v(j)’s for those v together with e0 form a basis of Weil.

Let Weilj = C〈v(j) | 0 6= v ∈ Fnq 〉. Then we get the direct sum decomposition

Weil = Ce0 ⊕
q−1⊕
j=0

Weilj .

The submodules Weilj have dimension qn−1
q−1 , and the restriction of Weilj to Z(GLn(Fq)) is precisely

qn−1
q−1 η

j ; recall that η is the linear character which maps α to λ. Moreover, Weilj is irreducible unless

j = 0, in which case Weil0 = 1 ⊕Weil′0. The CGLn(Fq)-modules Weilj and Weil′0, together with
their tensor products with linear characters of GLn(Fq), are called the irreducible Weil modules.
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Fix an element g of GLn(Fq). To study the spectrum of the action of g on Weilj , it is convenient
to make the following definitions. For a nonzero vector v ∈ Fnq \ {0}, let sv be the smallest positive

integer which satisfies gsvv = αtv for some integer t, and let tv be this t. For two nonzero vectors
v, w ∈ Fnq \ {0}, we will say v ∼g w if w = βgrv for some β ∈ F×q and some nonnegative integer r,
that is, if v and w lie in the same 〈g,Z(GLn(Fq))〉-orbit. This defines an equivalence relation on
Fnq \ {0}. Also, let V (g; v) and Weilj(g; v) denote the g-cyclic subspaces of Fnq and Weilj generated

by v and v(j), respectively. Then we can easily see the following properties.

Lemma 2.1. Let v, w ∈ Fnq \ {0}.
(1) v ∼g w if and only if Weilj(g; v) = Weilj(g;w). Moreover, if v 6∼g w, then Weilj(g; v) ∩

Weilj(g;w) = 0.
(2) Weilj is the direct sum of subspaces of the form Weilj(g; v), one for each equivalence class

of ∼g.
(3) sv and tv only depends on the ∼g-equivalence class of v.
(4) The eigenvalues of the action of g on Weilj(g; v) are the svth roots of λtvj.

Proof. For (4), let ξ ∈ C be a number such that ξsv = λt. The vector
∑sv−1

i=0 ξ−ijgi.v(j) ∈Weilj(g; v)
then satisfies

g.

(
sv−1∑
i=0

ξ−ijgi.v(j)

)
=

sv−1∑
i=0

ξ−ijgi+1.v(j) =

sv−1∑
i=1

ξ−(i−1)jgi.v(j) + ξ−(sv−1)jgsv .v(j)

=

sv−1∑
i=1

ξ−(i−1)jgi.v(j) + ξj

(
q−2∑
k=0

λ−(k+t)jeαk+tv

)

=

sv−1∑
i=1

ξ−(i−1)jgi.v(j) + ξjv(j) = ξj
sv−1∑
i=0

ξ−ijgi.v(j).

Therefore, this vector is an eigenvector of the action of g on Weilj(g; v) with eigenvalue ξj . Since we
can choose sv distinct ξ’s and dimWeilj(g; v) = sv, these vectors form an eigenbasis of the action
of g on this cyclic subspace.

�

Lemma 2.1 implies that on each Weilj(g; v), the action of g has no repeated eigenvalues. Repeated
eigenvalues can only occur by appearing in more than one g-cyclic subspaces; this is equivalent to
saying that there exists v 6∼g w ∈ Fnq \ {0} such that a svth root of λtvj is also a swth root of λtwj .
One important situation where this happens is the following.

Lemma 2.2. If v, w ∈ Fnq \ {0} satisfy v ∈ V (g;w) (or equivalently V (g; v) ⊆ V (g;w)), then
sv divides sw, and tv(sw/sv) ≡ tw mod q − 1. Consequently, the spectrum of the action of g on
Weilj(g; v) is included in the spectrum of the action of g on Weilj(g;w).

Proof. Since gsw acts on V (g;w) as a scalar multiplication by αtv , gswv = αtwv. By the definition

of sv, it must divide sw, and αtwv = gswv = gsv(sw/sv)v = αtv(sw/sv)v. Since α has order q − 1, it
follows that tv(sw/sv) ≡ tw mod q − 1. Also, the set of swth roots of λtwj includes the set of svth
roots of λtvjth roots. By Lemma 2.1, they are precisely the spectra of the action of g on Weilj(g;w)
and Weilj(g; v), respectively. �

Now we focus on the situation where the action of g on Weilj has no eigenvalue of multiplicity
larger than 2. The next result is an immediate consequence of Lemma 2.2.
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Corollary 2.3. Suppose that the action of g on Weilj has no eigenvalue of multiplicity larger than
2. Then

(a) There are no u, v, w ∈ Fnq \{0} in distinct ∼g-equivalence classes such that V (g;u)∩V (g; v) ⊇
V (g;w). In particular, all g-cyclic subspaces are either minimal or maximal.

(b) If V (g; v) is minimal among the g-cyclic subspaces of Fnq , then V (g; v) \ {0} is the union of
at most two ∼g-equivalence classes.

(c) If a g-cyclic subspace W is a union of {0} and exactly two ∼g-equivalence classes, then it
intersects V (g; v) trivially for all v ∈ Fnq \W . In particular, it is both minimal and maximal
among the g-cyclic subspaces of Fnq . Also, the two ∼g-equivalence classes in W have the
same s and t.

The condition of having no eigenvalues of multiplicity larger than 2 not only limits the number
of ∼g-equivalence classes with “compatible” s and t, but also says something about those with ss
and ts which do not directly give common eigenvalues.

Lemma 2.4. Suppose that the action of g on Weilj has no eigenvalue of multiplicity larger than 2.
Suppose that v, w ∈ Fnq \ {0} are such that svtw

gcd(sv ,sw) 6≡
swtv

gcd(sv ,sw) mod q − 1. Then

(a) V (g; v) and V (g;w) are minimal but not maximal. In particular, V (g; v) ∩ V (g;w) = 0,

sv = qdimV (g;v)−1
q−1 , and sw = qdimV (g;w)−1

q−1 .

(b) (V (g; v) + V (g;w)) \ (V (g; v) ∪ V (g;w)) is a single ∼g-equivalence class, and it generates
V (g; v)⊕ V (g;w).

(c) If u ∈ V (g; v)⊕V (g;w)\(V (g; v)∪V (g;w)), then su = (qdimV (g;v)−1)(qdimV (g;w)−1)
q−1 and tu = 0.

(d) dimV (g; v) is relatively prime to dimV (g;w), and tv dimV (g;w)−tw dimV (g; v) is relatively
prime to q − 1.

Proof. Note that if V (g; v) ∩ V (g;w) 6= 0, then by Corollary 2.3(a), one of V (g; v) and V (g;w)
contains the other. If V (g; v) ⊆ V (g;w), then by Lemma 2.2, tvsw

gcd(sv ,sw) = tv(sw/sv) ≡ tw = twsv
gcd(sv ,sw)

mod q − 1, which contradicts our assumption. Similarly we cannot have V (g;w) ⊆ V (g; v), so
V (g; v) ∩ V (g;w) = 0.

Let u ∈ V (g; v)+V (g;w)\ (V (g; v)∪V (g;w)). Then we can write u = uv+uw for some (unique)
uv ∈ V (g; v) \ {0} and uw ∈ V (g;w) \ {0}. Hence,

glcm(sv ,sw)u− α
tvsw

gcd(sv,sw)u = g
sv

sw
gcd(sv,sw)uv + g

sw
sv

gcd(sv,sw)uw − α
tvsw

gcd(sv,sw) (uv + uw)

= α
tv

sw
gcd(sv,sw)uv + α

tw
sv

gcd(sv,sw)uw − α
tvsw

gcd(sv,sw) (uv + uw)

= (α
tw

sv
gcd(sv,sw) − α

tvsw
gcd(sv,sw) )uw ∈ V (g;u) ∩ V (g;w).

By assumption, this is nonzero, so V (g;u) ∩ V (g;w) 6= 0. Since u /∈ V (g;w), by Corollary 2.3(a),
V (g;w) ⊆ V (g;u), and similarly V (g; v) ⊆ V (g;u). Therefore V (g; v) ⊕ V (g;w) ⊆ V (g;u) =
V (g;uv + uw) ⊆ V (g; v) + V (g;w) = V (g; v) ⊕ V (g;w), so the equality holds. Moreover, by
Corollary 2.3(a), V (g;u) is generated as a g-cyclic subspace by only one ∼g-equivalence class,
so V (g;u) \ (V (g; v) ∪ V (g;w)) is a single ∼g-equivalence class.

Corollary 2.3(a) also tells us that both V (g; v) and V (g;w) are minimal g-cyclic subspaces, and
since they are also not maximal, by Corollary 2.3(c) both V (g; v) \ {0} and V (g;w) \ {0} are single

∼g-equivalence classes, so in particular sv = qdimV (g;v)−1
q−1 and sw = qdimV (g;w)−1

q−1 . Also,

su =
qdimV (g;u) − 1

q − 1
− sv − sw =

(qdimV (g;v) − 1)(qdimV (g;w) − 1)

q − 1
= (q − 1)svsw.



8 LEE TAE YOUNG

On the other hand, gsv = g
qdimV (g;v)−1

q−1 acts as αtv on V (g; v), and gsw = g
qdimV (g;w)−1

q−1 acts as αtw

on V (g;w). Hence, gsvsw acts as α
tv

qdimV (g;w)−1
q−1 = αtv dimV (g;w) on V (g; v) and as α

tw
qdimV (g;v)−1

q−1 =

αtw dimV (g;v) on V (g;w). Since su = (q − 1)svsw is the smallest integer s such that gs acts on

V (g;u) as a scalar (which is αtu), it follows that the order of αtv dimV (g;w)−tw dimV (g;v) is exactly
q − 1. Therefore tv dimV (g;w)− tw dimV (g; v) is relatively prime to q − 1, and tu = 0.

Since gsv(q−1) acts trivially on V (g; v) and gsw(q−1) acts trivially on V (g;w), so glcm(sv(q−1),sw(q−1)) =

g(q−1) lcm(sv ,sw) acts trivially on V (g;u). Since tu = 0, gsu = g(q−1)svsw is the smallest power of g act-

ing trivially on V (g;u), we must have lcm(sv, sw) = svsw. This just means that sv = qdimV (g;v)−1
q−1 is

relatively prime to sw = qdimV (g;w)−1
q−1 , or equivalently, dimV (g; v) is relatively prime to dimV (g;w).

�

Proposition 2.5. If the action of g on Weilj has no eigenvalue of multiplicity larger than 2, then
Fnq is g-cyclic.

Proof. Suppose that we have two nonzero vectors v, w ∈ Fnq such that V (g;w) is a maximal g-cyclic
subspace of Fnq and V (g; v) 6⊆ V (g;w) (so in particular V (g;w) 6= Fnq ). By the previous results and

the maximality of V (g;w), we must have V (g; v)∩V (g;w) = 0 and svtw
gcd(sv ,sw) ≡

swtv
gcd(sv ,sw) mod q−1.

Let a, b be integers such that asv − bsw = gcd(sv, sw), and let ξ ∈ C be a gcd(sv, sw)th root of

λ(atv−btw)j . Then

ξsv = ξ
gcd(sv ,sw) sv

gcd(sv,sw) = λ
atvsvj−btwsvj

gcd(sv,sw) = λ
j atvsv−btvsw

gcd(sv,sw) = λtvj

and

ξsw = ξ
gcd(sv ,sw) sw

gcd(sv,sw) = λ
atvswj−btwswj

gcd(sv,sw) = λ
j atwsv−btwsw

gcd(sv,sw) = λtwj .

Therefore, the spectra of the actions of g on both Weilj(g; v) and Weilj(g;w) contain ξ. In particular,
if V (g; v) is not maximal among the g-cyclic subspaces of Fnq , then ξ must have multiplicity at least 3
as an eigenvalue of the action of g on Weilj . This is impossible by assumption, so V (g; v) is maximal.
Also, both V (g; v) and V (g;w) are generated as g-cyclic subspaces by unique ∼g-equivalence class.
This is true for all such pairs v, w, so it follows that every g-cyclic subspace is maximal (so they are
also all minimal) and generated by unique ∼g-equivalence class. Consequently, V (g; v) \ {0} is the

∼g-equivalence class containing v, so in particular sv = qdimV (g;v)−1
q−1 . Similarly, sw = qdimV (g;w)−1

q−1 .

If dimV (g; v) = dimV (g;w), then sv = sw and

tw =
svtw

gcd(sv, sw)
≡ swtv

gcd(sv, sw)
= tv mod q − 1.

Therefore, two ∼g-equivalence classes generating g-cyclic subspaces of Fnq of same dimension gives
subspaces of Weilj on which the actions of g have the same spectra. In particular, there are at most
two g-cyclic subspaces of Fnq of the same dimension. Since the g-cyclic subspaces intersect trivially,
we can also see that there is at most one g-cyclic subspace of dimension larger than n/2.

If there is some u ∈ Fnq \ {0} with dimV (g;u) = 1, then su = 1 and

svtu =
svtu

gcd(sv, su)
≡ sutv

gcd(sv, su)
= tv mod q − 1

for any v ∈ Fnq \{0}. In particular, the spectrum of the action of g on Weilj(g;u) is contained in the
spectrum of the action of g on Weilj(g; v). Therefore, there are at most two ∼g-equivalence classes,
so there are two g-cyclic subspaces of Fnq , and both of them are proper (otherwise one of them is not
maximal). This is impossible, since no nontrivial vector space is a union of two proper subspaces,
while the union of all g-cyclic subspaces is Fnq .
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Therefore, there is no g-cyclic subspace of dimension 1, and the number of elements in the union
of all g-cyclic subspaces of Fnq cannot exceed

qn−1 + 2

bn/2c∑
i=2

(qi − 1) = qn−1 + 2
qbn/2c+1 − q2

q − 1
− 2bn/2c < qn (n ≥ 3).

Since the union of all g-cyclic subspaces of Fnq is Fnq , this is impossible. Therefore, no such pair v, w
exist, so there is only one maximal g-cyclic subspace of Fnq , and it must be Fnq itself.

�

In the case of j = 0, we can also have some situations where the multiplicity of 1 as an eigenvalue
of the action of g on Weil0 is 3, and all other eigenvalues have multiplicity at most 2. Fortunately,
this situation is not very complicated, since when j = 0, Lemma 2.1 shows that the action of g on
Weil0(g; v) always has 1 as an eigenvalue regardless of the choice of v.

Proposition 2.6. Suppose that the action of g on Weil0 has no eigenvalue of multiplicity larger
than 2 except for the eigenvalue 1 which has multiplicity exactly 3. Then there are exactly 3 distinct
∼g-equivalence classes in Fnq \ {0}, and at least one of them generates Fnq . Moreover, if the three
nontrivial g-cyclic subspaces of Fnq form a chain, then the smallest g-cyclic subspace has dimension
1.

Proof. By the discussion above, the multiplicity of the eigenvalue 1 is precisely the number of distinct
∼g-equivalence classes of Fnq \ {0}. Let u, v, w be representatives of these equivalence classes.

If V (g;u) ⊆ V (g; v) ⊆ V (g;w), then by Lemma 2.2, the eigenvalues of the action of g on
Weil0(g;u) has multiplicity 3 as eigenvalues of the action on Weil0. Since 1 is the only such eigenvalue,
it follows that

qdimV (g;u) − 1

q − 1
= su = dimWeil0(g;u) = 1

so that dimV (g;u) = 1. Also, V (g;w) is the union of all g-cyclic subspaces of Fnq , so V (g;w) = Fnq .
If Fnq is not g-cyclic, then V (g;u), V (g; v), V (g;w) are all proper, and Fnq = V (g;u) ∪ V (g; v) ∪

V (g;w). Since qn > qn−1 + (qn−2 − 1) + (qn−2 − 1), at least two of the g-cyclic subspaces must
have dimension n − 1. If these two intersect trivially, then n − 1 ≤ n/2, which is impossible since
n ≥ 3. Hence, these two must intersect nontrivially, and the intersection must contain another
g-cyclic subspace, so we have only two maximal g-cyclic subspaces. Since Fnq is not a union of two
proper subspaces, this is impossible. Therefore, Fnq is g-cyclic. �

By combining the previous three results, we get the main result of this section.

Theorem 2.7. Suppose that either j > 0 and the action of g on Weilj has no eigenvalue of mul-
tiplicity larger than 2, or the action of g on Weil0 has no eigenvalue of multiplicity larger than 2
other than 1 which has multiplicity at most 3. Then g is one of the following.

(a) g = αan, where αn is a generator of F×qn such that α
qn−1
q−1
n = α, viewed as an element of

GLn(Fq) via some embedding GL1(Fqn) ↪→ GLn(Fq), and a is an integer relatively prime to

|αn|/(q− 1) = (qn− 1)/(q− 1). The spectrum of the action of g on Weilj is the qn−1
q−1 th roots

of λaj.
(b) The squares of the elements described in (a), when (qn − 1)/(q − 1) is even.

(c) g =

(
αbm X
0 αcn−m

)
for some positive integer m dividing n. Here, αm and αn−m are defined

in the same way αn is defined in (a), and we view them as elements of GLn(Fq) via some
embedding GL1(Fqm)⊕GL1(Fqn−m) ↪→ GLm(Fq)⊕GLn−m(Fq) ↪→ GLn(Fq). b is an integer
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relatively prime to qm−1
q−1 , c is an integer relatively prime to qn−m−1

q−1 , and c ≡ bn−mm mod

q − 1. X is a nonzero m× (n−m) matrix. The spectrum of the action of g on Weilj is the
qm−1
q−1 th roots of λbj and the qn−qm

q−1 th roots of λcj.

(d) g = αbm ⊕ αcn−m. Here, m is a positive integer relatively prime to n, and αm and αn−m
are as in (c). b is an integer relatively prime to qm−1

q−1 , c is an integer relatively prime to
qn−m−1
q−1 , and b(n −m) − cm must be relatively prime to q − 1. The spectrum of the action

of g on Weilj is the qm−1
q−1 th roots of λbj, the qn−m−1

q−1 th roots of λcj, and the (qm−1)(qn−m−1)
q−1 th

roots of unity.

(e) j = 0, and g =

αa X12 X13

0 αbm−1 X23

0 0 αcn−m

. Here, m is an integer larger than 1 such that m− 1

divides n−1. αm−1 and αn−m are as in (c). a, b, c are integers such that b is relatively prime

to qm−1−1
q−1 , c is relatively prime to qn−m−1

q−1 , c ≡ bn−mm mod q−1, and b ≡ a(m−1) mod q−1.

X12 is a nonzero 1× (m− 1) matrix, and X13, X23 are 1× (n−m) and (m− 1)× (n−m)
matrices, respectively, such that at least one of them is nonzero. The spectrum of g on Weil0
is the qm−q

q−1 th roots of unity, the qn−qm
q−1 th roots of unity, and an additional 1.

(f) j = 0, q is even, and g =

(
αa X
0 αbn−1

)
. Here, αn−1 is as in (c), a is an integer, and b

is an integer relatively prime to qn−1−1
q−1 . The spectrum of the action of h on Weil0 is the

qn−q
2(q−1) th roots of 1, each of them having multiplicity 2 except for the eigenvalue 1 which has

multiplicity 3.

(g) j = 0, q is odd, and g =

(
αa X
0 α2b

n−1

)
. Here, αn−1 is as in (c), a is an integer, and b

is an integer relatively prime to qn−1−1
q−1 . The spectrum of the action of h on Weil0 is the

qn−q
2(q−1) th roots of 1, each of them having multiplicity 2 except for the eigenvalue 1 which has

multiplicity 3.

Remark 2.8. In cases (c), (e), (f) and (g), the converse for these cases may or may not hold, i.e.
there might be some elements of GLn(Fq) which satisfy the conditions of one of these cases and
still have some eigenvalues of multiplicity larger than 2. To make the converse true, we might need
more conditions for the submatrices on the upper right corners. However, we will only be interested
about the cases where g has order prime to p, which are precisely the cases (a), (b) and (d). For
these cases, the converse holds.

proof of Theorem 2.7. By Proposition 2.5 and Proposition 2.6, we always have one ∼g-equivalence
class which generates Fnq . If there is no proper g-cyclic subspace of Fnq , then by Corollary 2.3, there
are at most 2 distinct ∼g-equivalence classes in Fnq \{0}. If j = 0 and there are some proper g-cyclic
subspaces, then there are at most 3 distinct ∼g-equivalence classes in Fnq \ {0} by Proposition 2.6.

The same is true when j > 0; to see this, note that if u, v, w ∈ Fnq \ {0} are such that v 6∼g
w, V (g; v), V (g;w) are both proper, V (g;u) = Fnq , and svtw

gcd(sv ,sw) ≡
swtv

gcd(sv ,sw) mod q − 1, then

Weilj(g; v),Weilj(g;w) and Weilj(g;u) have common eigenvalue by the proof of Proposition 2.5
together with Lemma 2.2. This is impossible, so if there is a pair of distinct ∼g-equivalence classes
generating proper g-cyclic subspaces, then they satisfy the condition of Lemma 2.4. In particular,
the direct sum of these two proper g-cyclic subspaces is also a g-cyclic subspace of Fnq . Since we
have no eigenvalue of multiplicity 2, while the g-cyclic space Fnq contains this direct sum, Lemma 2.2
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shows that the direct sum must be Fnq , and there are exactly 3 equivalence classes. If there is at
most one ∼g-equivalence class generating proper g-cyclic subspace, then by Corollary 2.3 there are
at most two equivalence classes generating Fnq , so we still have at most 3 distinct equivalence classes.
Moreover, when j > 0 and there are 3 distinct equivalence classes, then by Corollary 2.3, only one
of them generates Fnq . Therefore, we have the following possibilities.

(a) There is exactly one ∼g-equivalence class, which is just Fnq \ {0}.
(b) There are exactly two ∼g-equivalence classes, and both of them generates Fnq .
(c) There are exactly two ∼g-equivalence classes, and only one of them generates Fnq .
(d) There are exactly three ∼g-equivalence classes, only one of them generates Fnq , and the two

proper g-cyclic subspaces generated by other classes intersect trivially.
(e) j = 0, there are exactly three ∼g-equivalence classes, exactly one of them generates Fnq , and

the g-cyclic subspaces of Fnq form a chain.
(f) j = 0, there are exactly three ∼g-equivalence classes, and exactly two of them generates Fnq .

We start with case (a). In this case, let v be any nonzero vector in Fnq . Then since V (g; v) = Fnq ,

the vectors v, gv, g2v, . . . , gn−1v form an ordered basis of Fnq , and the matrix of g with respect to
this basis takes the form

(∗) g =



0 0 0 · · · 0 −β0
1 0 0 · · · 0 −β1
0 1 0 · · · 0 −β2
0 0 1 · · · 0 −β3
...

...
...

. . .
...

0 0 0 · · · 1 −βn−1


where β1, . . . , βn ∈ Fq are the numbers such that gnv = −β0v − · · · − βn−1gn−1v. Let f(t) ∈ Fq[t]
be the characteristic polynomial of the above matrix:

f(t) = tn + βn−1t
n−1 + · · ·+ β0.

Suppose that f(t) = f1(t)f2(t) for some nonconstant polynomials f1(t), f2(t) ∈ Fq[t]. Then the

set {f1(g)v, gf1(g)v, . . . , gdeg f2f1(g)v} is linearly dependent, because f2(g)f1(g)v = f(g)v = 0 is a
linear combination of them. In particular, V (g; f1(g)v) is a proper g-cyclic subspace, which cannot
exist in case (a). Therefore f(t) is irreducible, so it is also the minimal polynomial of g.

Since gsv = αtvI on V (g; v) = Fnq , the order of g divides (q − 1)sv = qn − 1. It follows that f(t)

divides the polynomial tq
n−1 − 1 ∈ Fq[t]. Therefore, the roots of f(t) lies in Fnq , and we can write

one of them as αan for some positive integer a. The action of αan by left multiplication on Fnq , viewed
as an Fq-vector space, has minimal and characteristic polynomial f(t). Therefore, with respect to
some basis, it can be represented by the matrix (∗), so we can say g = αan under a good choice

of embedding GL1(Fqn) ↪→ GLn(Fq). If a is not relatively prime to qn−1
q−1 , then the image of αan in

PGLn(Fq) has order strictly less than qn−1
q−1 = sv. However, we know that this is the order of g in

PGLn(Fq). Therefore a is relatively prime to qn−1
q−1 .

For case (b), by Corollary 2.3(c), if v and w are representatives of the ∼g-equivalence classes, then
qn−1
q−1 is even and sv = sw = qn−1

2(q−1) . The argument in (a) shows that the characteristic polynomial

of g divides the polynomial t(q
n−1)/2− 1, so that g = α2

na for some a relatively prime to qn−1
q−1 , again

under a good choice of embedding GL1(Fqn) ↪→ GLn(Fq).
In case (c), let v, w ∈ Fnq \ {0} be vectors such that V (g; v) = Fnq 6= V (g;w). Then V (g;w) is a

minimal g-cyclic subspace, so we can argue as in (a) to see that the action of g on V (g;w) is given
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by αbm, where m = dimV (g;w), and b is an integer relatively prime to qm−1
q−1 . Also, the action of

g on Fnq /V (g;w) has only one ∼g-equivalence class, so it can be viewed as αcn−m for some integer

c relatively prime to qn−m−1
q−1 . Therefore, g =

(
αbm X
0 αcn−m

)
. X is nonzero, since if X = 0, then

the lower right diagonal block gives rise to a proper g-cyclic subspace not equal to V (g;w), which

cannot exist by assumption. Also, since sw = qm−1
q−1 , sv = qn−1

q−1 −sw = qn−qm
q−1 , and V (g;w) ⊆ V (g; v),

Lemma 2.2 shows that sw divides sv and tw(sv/sw) ≡ tv mod q − 1, or equivalently, m divides n
and c ≡ bn−mm mod q − 1.

For (d), let v, w ∈ Fnq \ {0} be such that V (g; v) and V (g;w) are proper. Since they are minimal

g-cyclic subspaces, we have sv = qdimV (g;v)−1
q−1 and sw = qdimV (g;w)−1

q−1 . As we discussed earlier in this

proof, v and w satisfy the condition of Lemma 2.4, that is, svtw
gcd(sv ,sw) 6≡

swtv
gcd(sv ,sw) mod q − 1. In

particular, Fnq = V (g; v)⊕V (g;w), and dimV (g; v) is relatively prime to dimV (g;w). By arguing as

in (a), we can see that g = αbm⊕αcn−m under some choice of embedding GL1(Fqm)⊕GL1(Fqn−m) ↪→
GLn(Fq), where m = dimV (g; v), b = tv is relatively prime to qm−1

q−1 , and c = tw is relatively prime

to qn−m−1
q−1 . The conditions about m, b, c and the statement about the spectrum follows from the

conclusions of Lemma 2.4 together with Lemma 2.1.
In case (e), let u, v, w ∈ Fnq \ {0} be the representatives of the ∼g-equivalence classes, so

that V (g;w) ⊆ V (g; v) ⊆ V (g;u). By Proposition 2.6, dimV (g;w) = 1, so the action of g
on V (g;w) is just a scalar αa. By arguing as in case (c), we can see that the action of g on
Fnq /V (g; v) and V (g; v)/V (g;w) are given by αcn−m and αbm−1 for m = dimV (g; v) and some in-
tegers b, c satisfying the conditions similar to those in (c). Therefore, with respect to some basis,

g =

αa X12 X13

0 αbm−1 X23

0 0 αcn−m

. The submatrices X12 and

(
X13

X23

)
are nonzero since otherwise there will

be nontrivial proper g-cyclic subspaces other than V (g; v) and V (g;w).
Finally, for case (f), let u, v, w ∈ Fnq \ {0} be representatives of the equivalence classes, so that

V (g;u) = V (g; v) = Fnq ) V (g;w) and u 6∼g v. We again have dimV (g;w) = 1 by Lemma 2.2
and the fact that 1 is the only eigenvalue that can have multiplicity 3. Also, the action of g
on Fnq /V (g;w) is as in case (a) or (b). If it is as in case (a), then with respect to some basis,

g =

(
αa X
0 αbn−1

)
, where a = tw, b is an integer relatively prime to qn−1−1

q−1 , and X is some nonzero

matrix. Also, if u is the image of u in Fnq /V (g;w), then su = qn−1−1
q−1 (for the action of g on

Fnq /V (g;w)) divides su, since gsuu = gsuu is a scalar multiple of u. Note that Lemma 2.2, su = sv,

so su = ( q
n−1
q−1 − sw)/2 = (qn−1−1)q

2(q−1) . Therefore, q is even in this case.

If the action of g on Fnq /V (g;w) is as in case (b), then by (b) q must be odd and g =

(
αa X
0 α2b

n−1

)
,

where a = tw, b is an integer relatively prime to qn−1−1
q−1 , and X is some nonzero matrix. �

Remark 2.9. Before other parts of this paper were completed, Katz and Tiep [16, Proposition
10.3.6] found another proof of Theorem 2.7 for p′-elements (cases (a), (b) and (d)). Compared to
the proof given here, their proof has an advantage of being much shorter, but it cannot be extended
to cover elements of order divisible by p.
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3. The Action of Wild Inertia Subgroup

Let H be an irreducible hypergeometric sheaf with the geometric monodromy group G = Ggeom

which satisfies (?). The goal of this section is to completely determine the possible sets of upstairs
characters and downstairs characters H can have. Equivalently, we want to find all possible spectra
of the action of γ0 on H and the action of γ∞ on Tame and Wild. In Proposition 3.1, we will see
that Theorem 2.7 already gives the answer for γ0, but for γ∞, it only gives the possible spectra of
the action on H = Tame⊕Wild. To see how these spectra splits into the spectra on Tame and Wild,
we will need to see how the action of γ∞ interacts with the action of P (∞).

Let g0 and g∞ be the images of γ0 and γ∞ in G. Let g0 and g∞ be the images of g0 and g∞
in G/Z(G). By (?), g0, g∞ ∈ PGLn(Fq). We can choose representatives h0 and h∞ of g0 and g∞,
respectively, in GLn(Fq). Since γ0 and γ∞ have pro-order prime to p, both h0 and h∞ also have
order prime to p. As explained in Remark 1.4, the spectrum of γ0 is a root of unity times the
spectrum of h0 on an irreducible Weil representation, and the same holds for γ∞ and h∞.

Proposition 3.1. (1) h0 is an element described in Theorem 2.7(a).
(2) If dimWild > 1, then h∞ is an element described in Theorem 2.7(c).
(3) If dimWild = 1, then h∞ is an element described in Theorem 2.7(a).

Proof. Since the upstairs characters are pairwise distinct, the action of γ0 on H has simple spec-
trum. Hence, the action of h0 on H also has simple spectrum. Among the elements described in
Theorem 2.7, (a) is the only case with simple spectrum. For h∞, we know that the downstairs
characters are pairwise distinct, so the action on Tame has simple spectrum. By Proposition 1.1,
the action on Wild also has simple spectrum. Therefore, h∞ must be as in Theorem 2.7. If in ad-
dition dimWild > 1, then we will see in Lemma 3.2(c) below that h∞ stabilizes a nontrivial proper
subspace of Fnq . Only (c) of Theorem 2.7 has this property.

If dimWild = 1, then h∞ has at most one eigenvalue with multiplicity 2 on an irreducible Weil
representation, and all other eigenvalues have multiplicity 1. The elements in Theorem 2.7(b) and
(c) have more than one eigenvalues with multiplicity 2 on every irreducible Weil representation, so
h∞ must be as in Theorem 2.7(a). �

For the rest of this section, assume that dimWild > 1, so that G/Z(G) ∼= PGLn(Fq) by Propo-
sition 1.2(d). For the exceptional cases (n, q) = (3, 2), (3, 3), (3, 4) where we cannot directly ap-
ply Proposition 1.2(d), we still have this property since Proposition 3.1(1) and the assumption
dimWild > 1 are sufficient to make the proof of [14, Corollary 8.4] valid. Let J and Q be the images
of I(∞) and P (∞), respectively, in G. Let J and Q be their image in PGLn(Fq) = G/Z(G). Let

J̃ be the preimage of J in GLn(Fq), and let R be a Sylow p-subgroup of the preimage of Q in J̃ .

Since P (∞) is a pro-p-group, Q and Q are p-groups.

Lemma 3.2. (a) R is a nontrivial normal Sylow p-subgroup of J̃ , and R ∼= Q.
(b) The subspace (Fnq )R of points fixed by R is nontrivial and proper.
(c) There is a nontrivial proper h∞-stable subspace of Fnq .

Proof. (a) Since P (∞) is a normal subgroup of I(∞) such that I(∞)/P (∞) has pro-order prime
to p, Q is a normal Sylow subgroup of J . Also, since the wild part of H is nontrivial, Q cannot
be trivial. In fact, Q 6≤ Z(Ggeom) by [12], so Q is a nontrivial normal Sylow subgroup of J . Since

|Z(GLn(Fq))| = q − 1 is relatively prime to p, it follows that |J̃ |p = |J |p = |Q|.
Let Q̃ be the preimage of Q in J̃ . Then |Q̃| = (q − 1)|Q|, so |R| = |Q̃|p = |Q|. Therefore, R

is a nontrivial Sylow p-subgroup of J̃ , and the quotient map GLn(Fq) → PGLn(Fq) restricts to an

isomorphism R→ Q. To see that R is normal in J̃ , note that Q̃ = RZ(GLn(Fq)). Since Z(GLn(Fq))
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normalizes R, R is the normal Sylow p-subgroup of Q̃. In particular, R is characteristic in Q̃, which
is a normal subgroup of J̃ since Q is normal in J . Therefore, R is normal in J̃ .

(b) The subgroup of upper triangular matrices with 1’s on the diagonal is a Sylow p-subgroup
of GLn(Fq), and it is obvious that every nontrivial subgroup of this Sylow p-subgroup has this
property. Since R is a nontrivial p-subgroup of GLn(Fq), it is conjugate to a nontrivial subgroup of
this Sylow p-subgroup, so it also has this property.

(c) If u ∈ (Fnq )R, then for any r ∈ R, we have rh∞u = h∞(h−1∞ rh∞)u = h∞u since h−1∞ rh∞ ∈
Rh∞ = R. Therefore h∞(Fnq )R = (Fnq )R. �

This completes the proof of Proposition 3.1(b), so h∞ is as in Theorem 2.7(c). To see which
part of the spectrum of h∞ comes from the tame part, we will use Proposition 1.1 and compare
it to certain CR-submodules of irreducible Weil modules Weilj which we introduce in the next
proposition. To see how these submodules interact with h∞, it is enough to work with a larger
elementary abelian p-group containing R. For our h∞, choose v, w ∈ Fnq \ {0} and b, c,m ∈ Z as in
Theorem 2.7(c), so that in the notation of section 2,

h∞ = αbm ⊕ αcn−m ∈ GL(V (h∞; v))⊕GL(V (h∞;w)) ⊂ GLn(Fq).

By exchanging v and w if necessary, we can assume that (Fnq )R = V (h∞; v). Define

E : = {r ∈ GLn(Fq) | r acts trivially on both V (h∞; v) and Fnq /V (h∞; v)}

=

{(
I X
0 I

)
| X ∈Mm×(n−m)(Fq)

}
.

Note that E is an elementary abelian p-group containing R, and that h∞ normalizes E.

Proposition 3.3. There is a set of (qm−1)(qn−m−1)
q−1 one-dimensional CE-submodules of Weilj which

is cyclically permuted by h∞. If j = 0, they are all contained in Weil′0. Also, if we choose one
nonzero vector from each of them, then they are linearly independent.

Proof. Let v, w, b, c,m be as above. We may view V (h∞; v) as an additive elementary abelian p-
group of order qm. For each irreducible C-character ϕ ∈ Irr(V (h∞; v)) and each y ∈ V (h∞;w)\{0},
define

yϕ,j :=
∑

x∈V (h∞;v)

ϕ(x)(x+ y)(j) ∈Weilj .

Note that the map E → V (h∞; v) given by r 7→ ry − y is a surjective group homomorphism: if
r, r′ ∈ E, then they fix V (h∞; v) = (Fnq )R pointwise, and r′y − y ∈ V (h∞, v), so

rr′y − y = rr′y − ry + ry − y = r(r′y − y) + ry − y = (r′y − y) + (ry − y).

Therefore, r 7→ ϕ(ry − y)−1 is a one-dimensional C-representation of E, and non-isomorphic pairs
of ϕ give non-isomorphic pairs of representations of E. Also, for each r ∈ E, we have

ryϕ,j = r
∑

x∈V (h∞;v)

ϕ(x)(x+ y)(j) =
∑

x∈V (h∞;v)

ϕ(x)(r(x+ y))(j) =
∑

x∈V (h∞;v)

ϕ(x)(x+ (ry − y) + y)(j)

=
∑

x∈V (h∞;v)

ϕ(x− (ry − y))(x+ y)(j) = ϕ(ry − y)−1
∑

x∈V (h∞;v)

ϕ(x)(x+ y)(j) = ϕ(ry − y)−1yϕ,j .
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Hence, Cyϕ,j is a CE-module on which E acts by the representation described above. Also, for each
positive integer d, we have

hd∞yϕ,j = hd∞
∑

x∈V (h∞;v)

ϕ(x)(x+ y)(j) =
∑

x∈V (h∞;v)

ϕ(x)(hd∞(x+ y))(j)

=
∑

x∈V (h∞;v)

ϕ(x)(αbdmx+ αcdn−my)(j) =
∑

x∈V (h∞;v)

ϕ(α−bdm x)(x+ αcdn−my)(j) = (αcdn−my)ϕ◦α−bd
m ,j

which makes sense because ϕ ◦ α−bdm : x 7→ ϕ(α−bdm x) is an irreducible character of V (h∞; v). Of
course, ϕ ◦ α−bdm is nontrivial if and only if ϕ is nontrivial. Therefore, h∞ permutes the set of
(qm−1)(qn−m−1)

q−1 pairwise non-isomorphic one-dimensional CE-modules

{Cyϕ,j | y ∈ V (h∞;w) \ {0}, ϕ ∈ Irr(V (h∞; v)) \ {1}}.
Note that when j = 0, they are all nontrivial, so we can view them as submodules of Weil′0 (recall
that Weil0 is a direct sum of a trivial module and the irreducible module Weil′0.) Also, since
Irr(V (h∞; v)) is linearly independent, so are the vectors vϕ,j .

I claim that this action of h∞ has only one orbit, so that it cyclically permutes these modules.
Fix y ∈ V (h∞;w) \ {0} and ϕ ∈ Irr(V (h∞; v)) \ {1}. Let d be the size of the orbit containing
Cyϕ,j . It is the smallest positive integer such that hd∞yϕ,j = (αcdn−my)ϕ◦α−bd

m ,j ∈ Cyϕ,j . If we write

this as a linear combination of the usual basis vectors of the form u(j), u ∈ Fnq \ {0}, then the

coefficient of y(j) is nonzero if and only if αcdn−my ∈ Fqy. Since yϕ,j has nonzero coefficient for

y(j) and 0 6= hd∞yϕ,j ∈ Cyϕ,j , the coefficient is indeed nonzero, and αcdn−my ∈ Fqy. Recall that

α = α
qn−m−1

q−1

n−m is the lowest power of αn−m contained in Fq. Since c is relatively prime to qn−m−1
q−1 ,

we must have d = d′ q
n−m−1
q−1 for some positive integer d′. Hence

hd∞yϕ,j = (αcdn−my)ϕ◦α−bd
m ,j = (αcd

′
y)
ϕ◦α

−bd′ q
n−m−1
q−1

m ,j

=
∑

x∈V (h∞;v)

ϕ(α
−bd′ q

n−m−1
q−1

m x)(x+ αcd
′
y)(j)

= λcd
′j

∑
x∈V (h∞;v)

ϕ(α
−bd′ q

n−m−1
q−1

m x)(α
−cd′ q

m−1
q−1

m x+ y)(j) = λcd
′jy

ϕ◦α
−bd′ q

n−m−1
q−1 +cd′ q

m−1
q−1

m ,j

∈ Cyϕ,j .

Therefore, d′ must satisfy ϕ ◦ α
−bd′ q

n−m−1
q−1

+cd′ q
m−1
q−1

m = ϕ, or equivalently,

α
−bd′ q

n−m−1
q−1

+cd′ q
m−1
q−1

m x− x ∈ kerϕ for all x ∈ V (h∞; v).

Since kerϕ is a proper subgroup of V (h∞; v), the linear transformation α
−bd′ q

n−m−1
q−1

+cd′ q
m−1
q−1

m − I :

V (h∞; v)→ kerϕ ( V (h∞; v) is not invertible. Therefore, 1 is an eigenvalue of α
−bd′ q

n−m−1
q−1

+cd′ q
m−1
q−1

m

as an element of GLm(Fq). Since αm is a generator of F×qm , the eigenvalues of αm ∈ GLm(Fq) are

some primitive qm − 1th roots of unity. Therefore, qm − 1 must divide (−b(q
n−m−1)+c(qm−1)

q−1 )d′.

Recall that b(qn−m−1)−c(qm−1)
q−1 is relatively prime to q − 1. It follows that d′ = d′′(q − 1) for some

positive integer d′′, and qm−1
q−1 divides (−b(q

n−m−1)+c(qm−1)
q−1 ) d′

q−1 = − bd′′(qn−m−1)
q−1 + cd′′ q

m−1
q−1 . We

also know that qm−1
q−1 is relatively prime to both b and qn−m−1

q−1 , so qm−1
q−1 divides d′′. Therefore,

d = qn−m−1
q−1 d′ = (qn−m−1)d′′ is divisible by (qm−1)(qn−m−1)

q−1 . On the other hand, h
(qm−1)(qn−m−1)

q−1
∞ = 1,
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so d is exactly this number. Therefore, h∞ cyclically permutes the d one-dimensional CE-modules
Cyϕ,j with y ∈ V (h∞;w) \ {0} and ϕ ∈ Irr(V (h∞; v)) \ {1}. �

Theorem 3.4. dimWild = (qm−1)(qn−m−1)
q−1 , and the spectrum of the action of γ∞ on Wild is the

(dimWild)th roots of some number. The eigenvalues of the action of γ∞ on Tame have multiplicity
1, and they are precisely the eigenvalues of the action of γ∞ on H with multiplicity 2.

Proof. Recall that H and an irreducible Weil module W of GLn(Fq) give the same projective repre-
sentation of PGLn(Fq). Since R is abelian, the irreducible representations of R are one-dimensional.
By Proposition 1.1, dimWild cannot be divisible by p, so Wild is a direct sum of dimWild one-
dimensional P (∞)-representations cyclically permuted by γ∞. In particular, the spectrum of the
action of γ∞ on Wild is the set of (dimWild)th roots of some number.

By Proposition 3.3, we know that h∞ cyclically permutes (qm−1)(qn−m−1)
q−1 one-dimensional CR-

submodules of W , and they generate a (qm−1)(qn−m−1)
q−1 -dimensional CJ̃-submodule of W . If we

choose one of these one-dimensional CR-submodule and choose the corresponding one-dimensional
P (∞)-submodule of H, then it must be contained in either Tame or Wild. Hence, either Tame

or Wild has dimension at least (qm−1)(qn−m−1)
q−1 . On the other hand, the spectrum of the action

of γ∞ on H (which is just a root of unity times the spectrum of the action of h∞ on W ) has
qm−1
q−1 + qn−m−1

q−1 −δj,0 eigenvalues of multiplicity 2, and each of them must appear exactly once on both

Tame and Wild. Therefore, one of Tame and Wild has dimension (qm−1)(qn−m−1)
q−1 and the other has

dimension qm−1
q−1 + qn−m−1

q−1 −δj,0. Moreover, these eigenvalues are some root of unity times the qm−1
q−1 th

roots of λbj and the qn−m−1
q−1 th roots of λcj . By the observation in the previous paragraph, they

all have the same (dimWild)th power. In particular, dimWild is divisible by lcm( q
m−1
q−1 ,

qn−m−1
q−1 ) =

(qm−1)(qn−m−1)
(q−1)2 , so dimWild > qm−1

q−1 + qn−m−1
q−1 . Therefore dimWild = (qm−1)(qn−m−1)

q−1 . �

4. Candidate Hypergeometric Sheaves

In the previous two sections, we found a complete list of possible spectra of γ0 on H and that
of γ∞ on Tame and Wild. In this section, we will show that only a small number of pairs of these
spectra for γ0 and γ∞ can occur together as the spectra of γ0 and γ∞ on H.

Let H = Hypψ(χ1, . . . , χD; ρ1, . . . , ρD−W ) be a hypergeometric sheaf with the wild part Wild
at ∞ of dimension W and the geometric monodromy group G, and suppose that (?) holds. The
geometric determinant of H is given in [6, Lemma 8.11.6] as

(4.1) det(H) =

{
L∏D

i=1 χi
if W > 1,

L∏D
i=1 χi

⊗ Lψ = Klψ(
∏D
i=1 χi) if W = 1.

Here, L∏D
i=1 χi

is the Kummer sheaf defined by the multiplicative character
∏D
i=1 χi, and Lψ is

the Artin-Schreier sheaf defined by the additive character ψ. In the next proposition, we use this
determinant to see how the upstairs and downstairs characters are related.

We first treat the cases where D = qn−1
q−1 . Note that the irreducible Weil representations of these

dimensions are imprimitive, so the corresponding sheaves will also be imprimitive. It turns out that
they must be Belyi induced.

For a positive integer N and a multiplicative character χ, we define

Char(N,χ) := {multiplicative characters ϕ of Fp with ϕN = χ}.
If χ = 1, we will also write Char(N) instead of Char(N,1).
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Theorem 4.1. Let H and G be as above, and suppose that D = qn−1
q−1 . Then H must be of the form

Hypψ(ϕChar(
qn − 1

q − 1
, χ(b+c)j);ϕChar(

qm − 1

q − 1
, χbj) ∪ ϕChar(

qn−m − 1

q − 1
, χcj))

∼=Hypψ(Char(
qn − 1

q − 1
, χ(b+c)j);Char(

qm − 1

q − 1
, χbj) ∪ Char(

qn−m − 1

q − 1
, χcj))⊗ Lϕ

for some nontrivial additive character ψ of Fp, some multiplicative character ϕ of a finite extension
of Fq, an integer 1 ≤ j ≤ q−2, integers m, b, c as in Theorem 2.7(c), and a multiplicative character χ

of F×q of order q−1. Moreover, we can assume that b q
n−m−1
q−1 −c q

m−1
q−1 = 1 and gcd( q

n−1
q−1 ,

q−1
gcd(q−1,c)) =

1.

Proof. Let K be a finite extension of Fq over which all upstairs characters χi and downstairs
characters ρj are defined, that is, #K − 1 is divisible by the orders of all χi and ρj . Let ϑ be a
multiplicative character of order #K − 1 of K, so that every upstairs and downstairs character is
a power of ϑ. Let Θ : πet1 (Gm/K) → Q` be the monodromy representation of the Kummer sheaf
Lϑ. Then both Θ(γ0) and Θ(γ∞) are primitive (#K − 1)th roots of unity, so we can fix an integer
r relatively prime to #K − 1 such that Θ(γ0) = Θ(γ∞)r. The same relation holds (with the same
r) for the values at γ0 and γ∞ of the monodromy representations of the Kummer sheaves for all
powers of ϑ.

To apply the results of the previous section, we first prove that W = dimWild > 1. So suppose
that W = 1. By (4.1), the geometric determinant of H is L∏D

i=1 χi
⊗ Lψ. Note that ψ has order

p while both γ0 and γ∞ have pro-order prime to p. Also, since each of χi is a power of ϑ, so is∏D
i=1 χi. Therefore, for the images g0, g∞ ∈ G ≤ GLD(Q`) of γ0, γ∞, we have

det g0 = (det g∞)r.

Since H satisfies (?) and D = qn−1
q−1 , the restriction of H to E(G) comes from Weilj for some

j ∈ {1, . . . , q − 2}. By Proposition 3.1 and Theorem 2.7, the eigenvalues of g0 and g∞ are given by

{µζ | ζ
qn−1
q−1 = λaj} and {νζ | ζ

qn−1
q−1 = λbj}, respectively,

where a, b are integers relatively prime to qn−1
q−1 , and µ, ν ∈ Q`

×
are some roots of unity. From the

above equality of determinants, we get

µ
qn−1
q−1 λaj = (ν

qn−1
q−1 λbj)r, so that {(νζ)r | ζ

qn−1
q−1 = {µζ | ζ

qn−1
q−1 = λaj}.

Note that the set on the left-hand side contains the rth powers of values at γ∞, which are equal to the
values at γ0, of the monodromy representations of Kummer sheaves obtained from the downstairs
characters. The set on the right-hand side is precisely the set obtained similarly from the upstairs
characters. Therefore, the set of downstairs characters is contained in the set of upstairs characters,
which is impossible by Proposition 1.2(a). Therefore W > 1.

Now we can apply Proposition 1.2, Proposition 3.1 and Theorem 3.4 to find the possible spectra
of g0 and g∞, as well as the possible sets of upstairs and downstairs characters: the spectra must
be

{µζ | ζ
qn−1
q−1 = λaj}

and

{νζ | ζ
qm−1
q−1 = λbj} t {νζ | ζ

qn−m−1
q−1 = λcj} t {νζ | ζ

(qm−1)(qn−m−1)
q−1 = 1},
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and the sets of upstairs and downstairs characters are

η Char(
qn − 1

q − 1
, χaj) and ϕChar(

qm − 1

q − 1
, χbj) ∪ ϕChar(

qn−m − 1

q − 1
, χcj),

respectively, for some integers a, b, c,m satisfying the conditions in Theorem 2.7 and some roots of

unity µ, ν ∈ Q`
×

and the corresponding multiplicative characters η, ϕ of some finite extension of
Fq. By computing det g0 = (det g∞)r as above, we can see that

η
qn−1
q−1 χaj = ϕ

qn−1
q−1 χ(b+c)j

so that the upstairs characters can be written as

η Char(
qn − 1

q − 1
, χaj) = ϕChar(

qn − 1

q − 1
, χ(b+c)j).

Therefore H must be of the form

Hypψ(ϕChar(
qn − 1

q − 1
, χ(b+c)j);ϕChar(

qm − 1

q − 1
, χbj) ∪ ϕChar(

qn−m − 1

q − 1
, χcj)).

By [6, 8.2.14] this is geometrically isomorphic to

Hypψ(Char(
qn − 1

q − 1
, χ(b+c)j);Char(

qm − 1

q − 1
, χbj) ∪ Char(

qn−m − 1

q − 1
, χcj))⊗ Lϕ.

Let d be a positive integer such that q − 1 is not divisible by the dth power of any prime. Since
m is relatively prime to n, we can choose integers e, x, y such that

e(n−m) ≡ c mod nd, and x
qn−m − 1

q − 1
− y q

m − 1

q − 1
= 1.

Since b q
n−m−1
q−1 − c q

m−1
q−1 is relatively prime to q − 1, we can also choose integers z, w such that

z(b
qn−m − 1

q − 1
− cq

m − 1

q − 1
)− w(q − 1) = 1.

Let b′ := z(b−e q
m−1
q−1 )−(q−1)xw, c′ := z(c−e q

n−m−1
q−1 )−(q−1)yw, j′ := (b(n−m)−cm)j, and ϕ′ :=

ϕχej . One can easily check that in the above expression of H, replacing the parameters (b, c, j, ϕ)
with (b′, c′, j′, ϕ′) does not change the set of upstairs and downstairs characters, and these new

parameters satisfy b′ q
n−m−1
q−1 − c′ q

m−1
q−1 = 1 and gcd( q

n−1
q−1 ,

q−1
gcd(q−1,c′)) = gcd(n, q−1

gcd(q−1,c−e(n−m))) =

1. �

The sheaves of rank qn−q
q−1 require more work. In particular, we will need to use the so-called “V -

test”, which is a criterion determining whether the geometric monodromy group of an irreducible
hypergeometric sheaf is finite or not, based on an inequality involving the upstairs and downstairs
characters and Kubert’s V function. For details and the proof of this test, see [7, Section 13]
and [6, Section 8.16]. We shall also use the basic properties [7, Section 13, p. 206] of the function
V , without explicit mention, to simplify expressions involving V .

Theorem 4.2. Let H and G be as in the beginning of this section, so that (?) holds. Suppose that

D = qn−q
q−1 . Then H must be of the form

Hypψ(ϕ(Char(
qn − 1

q − 1
) \ {1});ϕChar(

qm − 1

q − 1
) ∪ ϕ(Char(

qn−m − 1

q − 1
) \ {1}))

∼=Hypψ(Char(
qn − 1

q − 1
) \ {1};Char(q

m − 1

q − 1
) ∪ (Char(

qn−m − 1

q − 1
) \ {1}))⊗ Lϕ
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for some nontrivial additive character ψ of Fp, some multiplicative character ϕ of a finite extension
of Fq, and an integer m satisfying the conditions in Theorem 2.7(c).

Proof. (1) We first prove that W > 1.

Choose K,ϑ,Θ and r as in the proof of Theorem 4.1. We can assume that #K − 1 is also

divisible by qn−1−1
q−1 . As before, the elements g0 and g∞ must be as in Theorem 2.7(a). However,

Theorem 2.7 describes the spectrum of Weil0 = Q` ⊕Weil′0, while H gives Weil′0. Therefore, the
spectra of g0 and g∞ can be written as

{µζ | ζ
qn−1
q−1 = 1, ζ 6= 1} and {νζ | ζ

qn−1
q−1 = 1, ζ 6= 1}

for some roots of unity µ, ν ∈ Q`
×

of order not divisible by p. Now from the equality det g0 =
(det g∞)r, we get

µ
qn−q
q−1 = ν

(qn−q)r
q−1 , or equivalently (µν−r)

qn−1−1
q−1 = 1.

Therefore, H must be geometrically isomorphic to

(4.2) Hypψ(τ(Char(
qn − 1

q − 1
) \ {1});Char(q

n − 1

q − 1
) \ {1, ρ})⊗ Lϕ

for some nontrivial multiplicative character τ of order dividing qn−1−1
q−1 , some 1 6= ρ ∈ Char( q

n−1
q−1 ),

and some multiplicative character ϕ. Here, τ is nontrivial since H is irreducible so that the upstairs
and downstairs characters must be disjoint.

I claim that the hypergeometric sheaf (4.2) does not satisfy (?). More specifically, I will show that
the geometric monodromy group is not finite. For the sheaf (4.2), the V -test, after a simplification,
says that the geometric monodromy group is finite if and only if for every integer N relatively prime
to #K − 1 and for every x ∈ Q/Z whose denominator is not divisible by p, the following inequality
holds:

V (Nt+Ax) + V (−Ax) +
3

2
≥

(A− 2)V (Nt) + V (Nt− Ns
A )

A− 1
+ V (Nt+ x) + V (−x) + V (−Ns

A
− x)

(4.3)

where A = qn−1
q−1 , and t ∈ q−1

qn−1−1Z \Z is the number such that ϑt(#K−1) = τ , and s ∈ {1, . . . , A− 1}

is the number such that ϑs
(#K−1)

A = ρ.
Suppose that (4.3) holds for all pairs (N, x). Recall from [7, Section 13] that for any x ∈ Q/Z\Z,

we have V (x) + V (−x) = 1, and for any x ∈ Z we have V (x) = 0. Note that for every N

relatively prime to #K − 1 (which is divisible by both A and qn−1−1
q−1 by the choice of K), if we let

x = −Nt+ u
A for an integer u not divisible by A, then we have Nt+Ax = −(A− 1)Nt+u ∈ Z but

Ax,Nt,Nt−N s
A , Nt+ x, x,N s

A − x are not integers, so that the sum of (4.3) for the pairs (N, x)
and (−N,−x) becomes the inequality 1 ≥ 4 − 3. Therefore the equality holds in (4.3) for each of
these pairs:

V (Nt)− V (Nt− Ns
A )

A− 1
= V (

u

A
) + V (Nt− u

A
) + V (Nt− Ns+ u

A
)− 3

2
.

The explicit formula [7, Theorem 13.4] of the function V tells us that the right-hand side of the
equality lies in 1

(p−1)n(n−1) logp q
Z. On the other hand, the left-hand side lies in (− 1

A−1 ,
1

A−1). Since

n ≥ 3, we have A−1 = qn−q
q−1 ≥ (p−1)n(n−1) logp q, so that 1

(p−1)n(n−1) logp q
Z∩(− 1

A−1 ,
1

A−1) = {0}.
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Therefore, the equality forces that

V (Nt) = V (Nt− Ns

A
), and V (

u

A
) + V (Nt− u

A
) + V (Nt− Ns+ u

A
) =

3

2
.

These are true for all integers N relatively prime to #K − 1, so (4.3) implies

V (Nt+Ax) + V (−Ax) +
3

2
≥ V (Nt) + V (Nt+ x) + V (−x) + V (−Ns

A
− x)(4.3′)

for all pairs (N, x).
The equality in (4.3′) holds not only for x = −Nt + u

A for u ∈ Z \ AZ, but also for x = u
A for

u ∈ Z with u 6≡ 0,−Ns mod A by the same reason. For x = −Nt+ u
A and − u

A with u 6≡ 0, Ns mod
A, these become

3

2
= V (

u

A
) + V (Nt− u

A
) + V (Nt− u+Ns

A
) = V (Nt− u

A
) + V (

u

A
) + V (

u−Ns
A

)(4.4)

so that

(4.5) V (Nt− u+Ns

A
) = V (

u−Ns
A

).

Take the sum of (4.5) for u ∈ {1, . . . , A − 1} except for Ns mod A, and use the fact V (Nt) =
V (Nt− Ns

A ) we saw above to get:

V (Nt− 2Ns

A
) = V (−Ns

A
).

On the other hand, choose u = Ns + pf for either f = 0 or 1, so that Ns + pf 6≡ 0 mod A. Then
from (4.5) we get

2

n
= 2V (

pf

A
) = V (Nt− u+Ns

A
) + V (

u−Ns
A

) ≥ V (Nt− 2Ns

A
) = V (−Ns

A
).

Similarly 2
n ≥ V (NsA ), so we must have 4

n ≥ V (−Ns
A ) + V (NsA ) = 1. Therefore, either n = 4 and

V (NsA ) = 1/2, or n = 3 and 1/3 ≤ V (NsA ) ≤ 2/3.

Suppose that n = 3. Let N = 1, t′ = t(q + 1) ∈ {1, . . . , q}, and x = (q+1−t′)(q−1)(qn(n−2)−1)
(qn−1)(q(n−1)2−1)

=

(q−t′)q+t′−1
q4−1 . Then

2V (t) = V (t) + V (qt) = V (t) + V (t′ − t) = 1,

V (x) = V (
(q − t′)q + t′ − 1

q4 − 1
) = V (

q − t′

q4 − 1
) + V (

t′ − 1

q4 − 1
) =

1

4
,

V (Ax) = V (
(q − t′)q3 + (q2 − 1)q + (t′ − 1)

q4 − 1
) =

3

4
,

V (t+Ax) = V (
(q − t′)q2 + (t′ − 1)q

q4 − 1
) =

1

4
,

V (t+ x) = V (
(t′ − 1)q3 + (q − t′)q2 + q2 − 1

q4 − 1
) =

3

4
.

Therefore (4.3′) for (N, x) becomes 2 ≥ 2 + V (− s
A − x), which forces x + s

A ∈ Z. However, this

would imply V ( sA) = V (−x) = 3
4 , but we saw above that 1

3 ≤ V (NsA ) ≤ 2
3 . Therefore n 6= 3.

Finally, suppose that n = 4. If u ∈ Z with u 6≡ 0,−Ns,−2Ns,−3Ns mod A, then by the
same argument used in (4.4) and (4.5) with x = −Nt+ u

A ,−
u+Ns
A ,−Nt+ u+Ns

A ,−Nt+ u+2Ns
A , and
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−u+3Ns
A , we get

V (
u

A
) = V (Nt− u+ 2Ns

A
) = V (

u+ 3Ns

A
) and V (Nt− u

A
) = V (

u+Ns

A
).

Suppose that d := gcd(3s,A) > 1. Then we can set u = 1, 1 + 3Ns, 1 + 6Ns, . . . to get

1

4
= V (

1

A
) = V (

1 + d

A
) = · · · = V (

1 + (A− d)

A
)

so that

A

4d
=

A
d
−1∑
i=0

V (
1 + id

A
) = V (

1

d
) +

A− d
2d

.

Therefore, 2d = 4dV (1d) + A, so we must have 2d > A. Since d divides A, we get d = A, so that
A divides 3s. Therefore A is divisible by 3, and s = A/3 or 2A/3. By (4.4), (4.5) and the above
observations, we get

3

2
= V (

1

A
) + V (Nt− 1

A
) + V (Nt− 1 +Ns

A
) = V (

1

A
) + V (

1

A
+

1

3
) + V (

1

A
+

2

3
) = V (

3

A
) + 1.

Therefore 1
2 = V ( 3

A) = V (3(q−1)
q4−1 ), so we must have q = 2. Now one can manually check that for

q = 2 and n = 4, the inequality (4.3′) fails for all possible pairs of t and s; for instance one can
choose (N, x) = (1, 1

15) for s = 5 and all t, and (N, x) = (1, 2
15) for s = 10 and all t.

If d = 1, then A is not divisible by 3, and s is relatively prime to A. Hence either q = 3 or q ≡ 1
mod 3, so A ≡ 1 mod 3. Then as above we get

V (
3s

A
) = V (

6s

A
) = · · · = V (

(A− 1)s

A
) = 1− V (

(3A− 3)s

A
),

V (
(A+ 2)s

A
) = V (

(A+ 5)s

A
) = · · · = V (

(2A− 2)s

A
) = 1− V (−2s

A
) =

1

2
,

V (
(2A+ 1)s

A
) = V (

(2A+ 4)s

A
) = · · · = V (

(3A− 3)s

A
).

Moreover, since V ( 1
A) = 1

4 must be one of the values, the top and bottom rows are either 1
4 or 3

4 .

However V ( (2A+1)s
A ) = V ( sA) = 1

2 as we discussed below (4.5), so this case cannot happen. This
completes the proof that W > 1.

(2) Now we consider the sheaves with W > 1.

As in Theorem 4.1, H must be geometrically isomorphic to

Hypψ(τ(Char(
qn − 1

q − 1
) \ {1});Char(q

m − 1

q − 1
) ∪ (Char(

qn−m − 1

q − 1
) \ {1}))⊗ Lϕ

for some multiplicative character τ of order dividing qn−1−1
q−1 and some multiplicative character ϕ.

We want to show that H must be of this form with τ = 1. If m = n− 1 or 1, then we can replace
τ with 1 and ϕ with ϕτ without changing the sheaf itself, since the set of downstairs characters

Char( q
n−1−1
q−1 ) remains the same when multiplied by τ−1.

Suppose that 1 < m < n − 1 and τ 6= 1. We may replace m with n −m without changing the
sheaf, so assume that n/2 < m < n− 1. The V -test for this sheaf (with ϕ = 1) is

V (Nt+Ax) + V (−Bx) + V (−Cx) ≥ V (Nt+ x) + V (−x)(4.6)
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for the pairs (N, x), where A = qn−1
q−1 , B = qm−1

q−1 , C = qn−m−1
q−1 , and t ∈ q−1

qn−1−1Z \ Z is the number

corresponding to τ . Note that A = B + Cqm = Bqn−m + C. Suppose that this holds for all pairs
(N, x).

Let x = 1
B and N = qf for f = 0, 1, . . . ,m− 1. Then (4.6) for (N, x) becomes

(4.7) V (qf t+
C

B
) ≥ V (qf t+

1

B
) +

n−m− 1

m
.

On the other hand, by the basic properties of V ,

V (qf t+
C

B
) ≤ V (qf t+

1

B
) + V (

C − 1

B
) = V (qf t+

1

B
) +

n−m− 1

B
.

Therefore, the equality must hold.

Let t′ ∈ {1, . . . , q
n−1−1
q−1 −1} be the number such that t′ ≡ t q

n−1−1
q−1 mod qn−1−1

q−1 . Let ai ∈ {1, . . . , p−

1} be the base p digits of t′(q − 1), that is, the unique numbers such that
∑(n−1) logp q−1

i=0 aip
i =

t′(q−1). Now from (4.7) (with f = 0) and the formula for the function V (cf. [8, Sections 2 and 4] and
[9, Discussion above Theorem 2.9]), one can see that if bi ∈ {0, . . . , p−1}, 0 ≤ i ≤ (n−1)m logp q−1
are the base p digits of

q(n−1)m − 1

qn−1 − 1
(

(n−1) logp q−1∑
i=0

aip
i) + (q − 1)

q(n−1)m − 1

qm − 1
=

(n−1)m logp q−1∑
i=0

bip
i,

then for each j = 0, . . . , n− 2, we must have

b(jm+1) logp q
= · · · = b(jm+n−m) logp q−1 = 0.

It follows that either

• a0 = · · · = a(n−m) logp q−1 = 0, or

• alogp q = · · · = a(n−m) logp q−1 = p− 1 and at least one of a0, . . . , alogp q−1 is nonzero.

Note that if we choose a larger power of p as N , then it “circularly shifts” the base p digits of t′(q−1).
Hence, the above argument for different values of f shows that either a0 = · · · = a(n−1) logp q−1 = 0

or a0 = · · · = a(n−1) logp q−1 = p− 1. But then t′(q − 1) = 0 or qn−1−1
q−1 , which contradicts our choice

of t. Therefore (4.7) cannot hold for (N, x) = (qf , 1
B ) for some f , and hence (4.6) fails for this

pair, contradicting our assumption. This proves that if 1 < m < n − 1 and H has finite geometric
monodromy group, then τ = 1. �

Remark 4.3. Note that in (4.6), if τ = 1, then t = 0 and the inequality becomes

V (Ax) + V (−Bx) + V (−Cx) ≥ 1

for x /∈ Z. Since V (Ax)+V (−Bx)+V (−Cx) ≥ V (Ax)+V (−Bx−qmCx) = V (Ax)+V (−Ax) = 1,
this inequality holds. Therefore, the sheaves in Theorem 4.2 do have finite geometric monodromy
groups.

By Theorem 4.1 and Theorem 4.2, we are left with a small family of hypergeometric sheaves. Is it
possible to further reduce this family? First, taking tensor product by a Kummer sheaf Lϕ wouldn’t
make much difference on the geometric monodromy group, so we can’t remove this. Indeed, if G
is the geometric monodromy group of the hypergeometric sheaf without ⊗Lϕ and G′ is that of the

tensor product, then 〈G,Z〉 = 〈G′, Z〉 as subgroups of GLD(Q`), where Z is the central subgroup
of GLD(Q`) of order equal to the order of ϕ. In particular, if G is finite almost quasisimple, then
G′ is also finite almost quasisimple with the same nonabelian composition factor.
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It is also impossible to put any additional restriction on n and q (recall that we do assume that
n ≥ 3). For all pairs (q, n) the sheaves we obtain from Theorem 4.1 and Theorem 4.2 by setting
m = 1 and ϕ = 1 were already studied by Katz and Tiep [13]. All of them do have the desired
geometric monodromy groups in irreducible Weil representations, cf. [13, Corollary 8.2]. Since we
already have some restrictions on m, further reduction is not likely at this point. It turns out that
this is indeed the case, as we will see in the next section.

5. Computing the Geometric Monodromy Groups

Although the sheaves in Theorem 4.1 and Theorem 4.2 survived our attempts to remove the
non-examples of (?), we still need to show that these sheaves do have such geometric monodromy
groups. The method we will use to compute these monodromy groups is based on the arguments
in [13], which discusses the sheaves in Theorem 4.1 and Theorem 4.2 with m = 1 and ϕ = 1.

The plan is as follows. We first form a directed sum of appropriately chosen sheaves from
Theorem 4.1 and Theorem 4.2. This direct sum will have a “nice” trace function, which becomes
even nicer if we take a Kummer pullback. Then we can use results in [13] to see that the monodromy
representation must be the restriction of the total Weil representation of GLn(Fq) to some subgroup
containing SLn(Fq). We use this fact to prove that the geometric monodromy group of the original
direct sum before taking pullback is a quotient of GLn(Fq), and that the monodromy representation
is a direct sum of certain irreducible Weil representations.

For the rest of this section, let n, q, χ, ψ be defined as in the previous section. Fix b, c,m ∈ Z
and a multiplicative character ϕ which satisfy the conditions in Theorem 4.1, namely

(i) 1 ≤ m ≤ n− 1,

(ii) bC−cB = 1 (so that n and m, or equivalently qn−m−1
q−1 and qm−1

q−1 , are coprime to each other),

and
(iii) gcd(A, q−1

gcd(c,q−1)) = 1,

where as in the proof of Theorem 4.2, we set

A :=
qn − 1

q − 1
, B :=

qm − 1

q − 1
, C :=

qn−m − 1

q − 1
.

Consider the following irreducible hypergeometric sheaves as in Theorem 4.1:

Hj := Hypψ(Char(A,χ(b+c)j);Char(B,χbj) ∪ Char(C,χcj)) for j = 1, . . . , q − 2

and one from Theorem 4.2:

H0 := Hypψ(Char(A) \ {1};Char(B) ∪ (Char(C) \ {1})).

We first compute the trace functions of these sheaves.

Proposition 5.1. H0 is geometrically isomorphic to the lisse Q`-sheaf G0 over Gm/Fq, which is
pure of weight 0 and whose trace function at each point u ∈ K× of each finite extension K/Fq is
given by

u ∈ K× 7→ −1 + |{v ∈ K× | u−bvB + ucq
m
v−Cq

m
= 1}|.

Proof. H0 is, by definition, the multiplicative ! convolution of three Kloosterman sheavesKlψ(Char(A)\
{1}), inv∗Klψ(Char(B)), and inv∗Klψ(Char(C) \ {1}). By [11, Lemma 1.1 and 1.2], H0 is geomet-

rically isomorphic to the lisse Q`-sheaf over Gm, pure of weight 4, whose trace function at u ∈ K×
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is given by the convolution

∑
r,s,t∈K×
rst=u

(
−
∑
x∈K

ψK(Ax− 1

r
xA)

) ∑
y∈K

yB=s−1

ψK(−By)


(
−
∑
z∈K

ψK(tzC − Cz)

)

=
∑

x,z∈K,y,t∈K×
ψK(− t

u
xAy−B + tzC + x− y − z)

where the equality follows from the fact that A ≡ B ≡ C ≡ 1 mod q. Since ψ is nontrivial and
irreducible, we have

∑
x∈K ψK(x) = 0. Using this, we can rewrite the above number as

∑
x,z∈K,y∈K×

ψK(x− y − z)
∑
t∈K×

ψK(t(−1

u
xAy−B + zC))


=

∑
x,z∈K,y∈K×

ψK(x− y − z)

(
−1 +

∑
t∈K

ψK(t(−1

u
xAy−B + zC))

)

=−
∑

z∈K,y∈K×

(
ψK(−y − z)

∑
x∈K

ψK(x)

)
+ (#K)

∑
x,z∈K,y∈K×
xA=uyBzC

ψK(x− y − z)

=(#K)(−1 +
∑

x,y,z∈K×
xA=uyBzC

ψK(x− y − z)).

There is a bijection between the sets {(x, y, z) | x, y, z ∈ K×, xA = uyBzC} and K× ×K× given by

(x, y, z) 7→ (x, xb+cq
m
y−bz−c)

(x, xucv−C , xq
m
u−bvB)←[ (x, v).

By applying this change of variables, we can rewrite the above expression as

(#K)(−1 +
∑

x,v∈K×
ψK(x− xucv−C − xqmu−bvB))

=(#K)(−1 +
∑
v∈K×

∑
x∈K×

ψK(xq
m

(1− ucqmv−Cqm − u−bvB)))

=(#K)(−1 +
∑
v∈K×

(−1) +
∑
v∈K×

1−ucqmv−Cqm−u−bvB=0

(#K))

=(#K)2(−1 + |{v ∈ K× | u−bvB + ucq
m
v−Cq

m
= 1}|).

Now apply a Tate twist (2) to obtain a lisse Q`-sheaf G0 on Gm/Fp, pure of weight 0 and geomet-
rically isomorphic to H0, whose trace function is given by

u ∈ K× 7→ −1 + |{v ∈ K× | u−bvB + ucq
m
v−Cq

m
= 1}|.

�

By a similar argument and [5, 5.6.2], we get the following:
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Proposition 5.2. Hj is geometrically isomorphic to the lisse Q`-sheaf Gj on Gm/Fq, which is pure
of weight 0 and whose trace function at each point u ∈ K× of each finite extension K/Fq is given
by

u ∈ K× 7→
∑
v∈K×

u−bvB+ucq
m
v−Cqm=1

χK(vj).

Corollary 5.3. The sheaves Hj, 0 ≤ j ≤ q − 2, have finite geometric monodromy groups.

Proof. By Proposition 5.1 and Proposition 5.2, they are geometrically isomorphic to the sheaves Gj ,
which are pure of weight 0 and whose trace functions have algebraic integer values. By [6, Theorem
8.14.4], their geometric monodromy groups are finite. �

Let W be the direct sum of the sheaves G0 in Proposition 5.1 and Gj in Proposition 5.2:

W :=

q−2⊕
j=0

Gj .

Proposition 5.4. W is geometrically isomorphic to the lisse Q`-sheaf whose trace function is given
by

u ∈ K× 7→ −2 + |{w ∈ K | ubwqm − ub+cqmwqn = w}|.
In particular, the values of this trace function is −2 plus either 1 or a power of q.

Proof. The trace function of W is given by the sum of trace functions of Gj computed in Proposi-
tion 5.1 and Proposition 5.2:

u ∈ K× 7→ −1 +

q−2∑
j=0

∑
v∈K×

u−bvB+ucq
m
v−Cqm=1

χK(vj).

The sum
∑q−2

j=0 χK(vj) is q − 1 if NormK/Fq
(v) = 1, that is, if v is a q − 1th power in K×; it is 0

otherwise. Also, if v is a q − 1th power in K×, then it has exactly q − 1 distinct q − 1th roots in
K×, since Fq ⊆ K has all q − 1 distinct q − 1th roots of unity. Therefore, the trace becomes

− 1 +
∑
v∈K×

ucq
m
v−Cqm+u−bvB=1,NormK/Fq (v)=1

(q − 1)

= −1 + (q − 1)|{v ∈ K× | u−bvB + ucq
m
v−Cq

m
= 1, NormK/Fq

(v) = 1}|

= −1 + |{w ∈ K× | u−bw(q−1)B + ucq
m
w−(q−1)Cq

m
= 1}|

= −1 + |{w ∈ K× | 1 + ub+cq
m
w−(q−1)A = ubw−(q−1)B}|.

By mapping w to w−1 we can write this as

− 1 + |{w ∈ K× | ubw(q−1)B − ub+cqmw(q−1)A = 1}|

=− 2 + |{w ∈ K | ubwqm − ub+cqmwqn = w}|.

Note that the set {w ∈ K | ubwqm − ub+cqmwqn = w} forms an Fq-vector subspace of K. Therefore,
its size is either 1 or a power of q. �

To apply the results in [13], we take a Kummer pullback of W.
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Proposition 5.5. The trace of [ (q−1)C
gcd(q−1,c) ]

∗W is

u ∈ K× 7→ −1 + |{w ∈ K× | wqm−1 − wqn−1 = u
q−1

gcd(q−1,c) }|.

This is −2 plus either 1 or a power of q. Also, the trace of [ (q−1)C
gcd(q−1,c) ]

∗G0 is

u ∈ K× 7→ −1 + |{w ∈ K× | wB − wA = u
q−1

gcd(q−1,c) }|.

Proof. From Proposition 5.4, we can compute the trace function of [ (q−1)C
gcd(q−1,c) ]

∗W = [ (q−1)C
gcd(q−1,c) ]

∗⊕q−2
j=0 Gj :

u ∈ K× 7→ −2 + |{w ∈ K | u
(q−1)Cb

gcd(q−1,c)wq
m − u

(q−1)C(b+cqm)
gcd(q−1,c) wq

n
= w}|

= −1 + |{w ∈ K× | u
(q−1)Cb

gcd(q−1,c)wq
m−1 − u

(q−1)C(b+cqm)
gcd(q−1,c) wq

n−1 = 1}|.

The map w 7→ wu−c/ gcd(q−1,c) is a bijection from K to itself, so we can rewrite the set in the above
trace function as

{w ∈ K× | u
(q−1)Cb

gcd(q−1,c) (wu
− c

gcd(q−1,c) )q
m−1 − u

(q−1)C(b+cqm)
gcd(q−1,c) (wu

− c
gcd(q−1,c) )q

n−1 = 1}

={w ∈ K× | u
(q−1)(Cb−Bc)

gcd(q−1,b) wq
m−1 − u

(q−1)(Cb+Ccqm−cA)
gcd(q−1,c) wq

n−1 = 1}

={w ∈ K× | u−
q−1

gcd(q−1,c)wq
m−1 − u−

q−1
gcd(q−1,c)wq

n−1 = 1}

={w ∈ K× | wqm−1 − wqn−1 = u
q−1

gcd(q−1,c) }.
Again, this set together with 0 form a Fq-vector space, so its size is a power of q. The expression for

the trace of [ (q−1)C
gcd(q−1,c) ]

∗G0 at u ∈ K× can be obtained using a similar argument and Proposition 5.1.

�

Corollary 5.6. Q` ⊕ inv∗[ (q−1)C
gcd(q−1,c) ]

∗H0 is geometrically isomorphic to [ q−1
gcd(q−1,c) ]

∗f∗Q`, where

f(t) ∈ Fq[t] is the polynomial f(t) = tB − tA. Also, Q`⊕ inv∗[ (q−1)C
gcd(q−1,c) ]

∗W is geometrically isomor-

phic to [ q−1
gcd(q−1,c) ]

∗F∗Q`, where F (t) ∈ Fq[t] is the polynomial F (t) = t(q−1)B − t(q−1)A.

Now we are ready to prove the main results of this section.

Theorem 5.7. The geometric monodromy group G = Ggeom of [ (q−1)C
gcd(q−1,c) ]

∗W satisfies SLn(Fq) =

G(∞) C G C GLn(Fq). The monodromy representation of Q` ⊕ [ (q−1)C
gcd(q−1,c) ]

∗W as a representation

of G is the restriction of the permutation representation of GLn(Fq) acting on Fnq \ {0}, that is,⊕q−2
j=0 Weilj.

Proof. We mimic the proof of [13, Theorem 8.1]. To use [13, Theorem 6.8], we check the conditions
for this theorem. We start with the condition (a) of [13, Theorem 6.8]. By Corollary 5.6 and [13,

Lemma 5.1], the geometric monodromy groupG = Ggeom of [ (q−1)C
gcd(q−1,c) ]

∗W can be embedded in Sqn−1

in a way such that the monodromy representation of Q`⊕ [ (q−1)C
gcd(q−1,c) ]

∗W, viewed as a representation

of G, is the restriction of the natural permutation representation of Sqn−1. Also,W is geometrically

isomorphic to
⊕q−2

j=0[ (q−1)C
gcd(q−1,c) ]

∗Gj . We need to show that each [ (q−1)C
gcd(q−1,c) ]

∗Gj is irreducible.

For j = 0, the monodromy representation of the Kummer pullback [ (q−1)C
gcd(q−1,c) ]

∗G0 is the restriction

of the monodromy representation of G0 to a normal subgroup H of G such that G/H is cyclic of order

dividing (q−1)C
gcd(q−1,c) . We also know that by [10, Proposition 1.2], H0 is not geometrically induced.



HYPERGEOMETRIC SHEAVES AND FINITE GENERAL LINEAR GROUPS 27

Clifford correspondence now shows that [ (q−1)C
gcd(q−1,c) ]

∗G0 is isotypic, that is, all of its irreducible

constituents are isomorphic to each other. Now Gallagher’s theorem [4, Corollary 6.17] together
with the extendibility of invariant characters of normal subgroups with cyclic quotient [4, Corollary

11.22] shows that [ (q−1)C
gcd(q−1,c) ]

∗G0 is irreducible.

For j 6= 0, we know that the dimension of the monodromy representation of Gj is A, which is

relatively prime to (q−1)C
gcd(q−1,c) . On the other hand, [ (q−1)C

gcd(q−1,c) ]
∗Gj is the restriction of Gj to a normal

subgroup of index dividing (q−1)C
gcd(q−1,c) . By [4, Corollary 11.29], (q−1)C

gcd(q−1,c) times the dimension of

an irreducible constituent of this restriction must be divisible by A. Therefore, [ (q−1)C
gcd(q−1,c) ]

∗Gj is

irreducible, and condition (a) of [13, Theorem 6.8] holds.

By Corollary 5.6 and [13, Lemma 5.1], the geometric monodromy group of [ (q−1)C
gcd(q−1,c) ]

∗G0 can

be embedded in SA in a way such that [ (q−1)C
gcd(q−1,c) ]

∗G0, as a representation of this group, is the

restriction of the natural deleted permutation representation of SA. Also, the image of γ0 in this
monodromy group has simple spectrum, and its order is the least common multiple of the orders

of upstairs characters of H0, possibly divided by a divisor of (q−1)C
gcd(q−1,c) . Since (q−1)C

gcd(q−1,c) and A are

relatively prime, the order of the image of γ0 is A. We also know that the image of P (∞) in the
geometric monodromy group is a p-subgroup of order at least qn−1 by [14, Proposition 4.10]. Thus
we have condition (b) of [13, Theorem 6.8].

Proposition 5.5 shows that the trace plus 1 is always a power of q, so condition (c) is also
satisfied. [13, Theorem 6.8] now tells us that we must have

SLn(Fq) ∼= G(∞) CGCGLn(Fq),

and Q` ⊕ [ (q−1)C
gcd(q−1,c) ]

∗W as a representation of G is the restriction of
⊕q−2

j=0 Weilj to G. �

Theorem 5.8. In the situation of Theorem 5.7, the geometric monodromy group G = Ggeom of W
is isomorphic to GLn(Fq)/〈αdI〉.

Proof. Let H be the geometric monodromy group of [ (q−1)C
gcd(q−1,c) ]

∗W, so that H E 〈g0, H〉 = G. By

Theorem 5.7, H is the image under the representation Weil′0⊕
⊕q−2

j=1 Weilj of a subgroup of GLn(Fq)
containing SLn(Fq). Let L := E(H) = SLn(Fq) = [H,H] be the quasisimple layer of H. Also for
each j = 0, . . . , q − 2, let Gj be the geometric monodromy group of Gj .

(1) We first prove that Z(G) = CG(L).

Since W is the direct sum of irreducible representations Gj and each of them restricts to an

irreducible representation of L, we can view G and L as subgroups of GLA−1(Q`)⊕GLA(Q`)⊕· · ·⊕
GLA(Q`). By Schur’s Lemma, we get

CGLqn−2(Q`)
(L) = CGLqn−2(Q`)

(G) = Z(GLA−1(Q`))⊕ Z(GLA(Q`))⊕ · · · ⊕ Z(GLA(Q`)).

Therefore

CG(L) = CGLqn−2(Q`)
(L) ∩G = CGLqn−2(Q`)

(G) ∩G = Z(G).

(2) Next, we show that G/Z(G) ∼= PGLn(Fq).
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Since L is normal in G, the restriction of the monodromy representation of each Gj to L is
invariant under conjugation by elements of G. We already saw that they are precisely Weil′0 and
Weilj , j = 1, . . . , q− 2. The only automorphisms of SLn(Fq) fixing each of these representations are
the inner and diagonal automorphisms. Therefore we get

G/Z(G) = G/CG(L) ≤ PGLn(Fq).

On the other hand, the geometric monodromy group Gj is the image of G under the projection

from GLA−1(Q`)⊕GLA(Q`)⊕· · ·⊕GLA(Q`) onto the jth summand. Therefore, Gj is a quotient of G,
and Gj contains the image of SLn(Fq) acting on an irreducible Weil representation. In particular, Gj
is finite, almost quasisimple with unique nonabelian composition factor PSLn(Fq), so by Proposi-
tion 1.2(d), Gj/Z(Gj) ∼= PGLn(Fq), except for the exceptional pairs (n, q) = (3, 2), (3, 3), (3, 4)
of Proposition 1.2(d). For (n, q) = (3, 2) and (3, 3), we have PGLn(Fq) = PSLn(Fq), so we
still get Gj/Z(Gj) ∼= PGLn(Fq). Since we already know that G/Z(G) ≤ PGLn(Fq), we get
G/Z(G) ∼= PGLn(Fq).

For (n, q) = (3, 4), A = 21 is divisible by |F×q | = q − 1 = 3, so by Theorem 2.7, no p′-
element (in fact, no element at all) of SLn(Fq) has simple spectrum, which shows that Gj/Z(Gj) 6=
PSL3(F4). Therefore, G/Z(G) is also not equal to PSL3(Fq). Since PGL3(F4)/PSL3(F4) is simple
and G/Z(G) ≤ PGL3(F4), the equality must hold.

(3) We compute the order of Z(G).

Let z ∈ Z(G). By (1),

z = (ε0I, ε1I, . . . , εq−2I) ∈ GLA−1(Q`)⊕GLA(Q`)⊕ · · · ⊕GLA(Q`)

for some roots of unity εj ∈ Q`
×

, where I denotes the identity matrix of appropriate size. Thus for
each j, the trace of the action of z on Gj is just (A− δ0,j)εj .

Let K be a finite extension of Fq on which W is defined and such that [K : Fq] is even, so
that NormK/Fq

(−1) = 1. Since Gj is pure of weight 0 and its geometric monodromy group Gj is
finite, it follows that the arithmetic monodromy group Gj,K over K of Gj is also finite, and hence
the arithmetic monodromy group GK of W is also finite. By Chebotarev density theorem, every
element of GK comes from a Frobenius in the arithmetic fundamental group. In particular, z is the
image of the Frobenius at some u ∈ K×.

The trace of the action of z on Gj , which is (A − δ0,j)εj , is also the value at u of the trace
functions we computed in Proposition 5.1 and Proposition 5.2:

(A− δ0,j)εj = −δ0,j +
∑
v∈K×

u−bvA−vCqm+ucq
m
=0

χK(vj).

Note that there are at most A elements v ∈ K× satisfying u−bvA − vCqm + ucq
m

= 0, and each
χK(vj) is a root of unity. Therefore, the above equality forces that there are precisely A such v in

K× and that χK(v)j = εj for all such v. In particular, ε1 is a (q − 1)th root of unity and εj = εj1
for all j. Also, all such v has the same NormK/Fq

(v), which is precisely the inverse image ν ∈ F×q of
ε1 under χ.
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Since v are the roots of the polynomial u−bvA − vCqm + ucq
m

, the product of all v is exactly
(−1)Aub+cq

m
. Hence

νn = νA =
∏
v∈K×

u−bvA−vCqm+ucq
m
=0

NormK/Fq
(v) = NormK/Fq

(
∏
v

(v))

= NormK/Fq
((−1)Aub+cq

m
) = NormK/Fq

(u)b+c

where the last equality follows from NormK/Fq
(−1) = 1.

Let d = q−1
gcd(q−1,b+c) , which is the order of b + c ∈ Z/(q − 1)Z. Since ν ∈ F×q has order dividing

q − 1, we have

νd = νd(bC−cB) = νd(b(n−m)−cm) = νbdn−(b+c)dm = νbdn = NormK/Fq
(u)bd(b+c) = 1.

Therefore ε1 = χ(ν) has order dividing d, so it must be a power of λb+c. Since this holds for all
z ∈ Z(G), we get

Z(G) ≤ 〈(I, λb+cI, λ2(b+c)I, . . . , λ(q−2)(b+c)I)〉 ∼= Z/dZ.
Recall that the geometric determinant of H1 is Lχb+c if A is odd, and Lχb+cχ2

if A is even. Also
note that if A is even, then d is also even: we know that bC−cB = 1, so that bn− (b+c)m ≡ 1 mod
q−1. Since A is even if and only if n is even and q is odd, it follows that (b+c)m is odd, whence d is

even. Therefore, if A is even, then we can choose a j0 such that χ(b+c)j0 = χ2. Then the geometric
determinant of H1+j0 is Lχb+c . In particular, G has Z/dZ as a quotient. Since L is perfect, this
quotient map factors through G/L. Since G/Z(G) ∼= PGLn(Fq) and |L| = | SLn(Fq)| = |PGLn(Fq)|,
we have |Z(G)| = |G/L|. Therefore, |Z(G)| is divisible by d. Together with the above observations,
this implies Z(G) ∼= Z/dZ and G/L ∼= Z/dZ.

(4) Now we prove that G ∼= GLn(Fq)/〈αdI〉.

To prove this, we will find a surjective group homomorphism F : GLn(Fq) → G with kernel

〈αdI〉. Since we already embedded these groups into GLqn−2(Q`) in a way such that SLn(Fq) = L,
we only need to extend this to GLn(Fq) = 〈diag(α, 1, . . . , 1)〉 SLn(Fq).

As we saw above, Lχb+c is the geometric determinant of some Gj . We can view this as a one-
dimensional representation of G. Since L ≤ [G,G], L lies in the kernel of this representation. Also,
the image of g0 under this representation has order equal to the order of this representation, which
is d = |G/L|. Therefore G = 〈g0, L〉.

Since g0L generates G/L, g0Z(G)L generates G/Z(G)L. Note that

G/Z(G)L ∼= (G/Z(G))/(Z(G)L/Z(G)) ∼= PGLn(Fq)/PSLn(Fq) ∼= GLn(Fq)/(Z(GLn(Fq)) SLn(Fq)).

Each generator of this quotient group is of the form

diag(αt, 1, . . . , 1)Z(GLn(Fq)) SLn(Fq)

for some t ∈ Z relatively prime to q − 1. Therefore, we can choose an integer t0 relatively prime to
q − 1 and elements z0 ∈ Z(GLn(Fq)), s0 ∈ SLn(Fq) such that

g0 = z0h0s0, where h0 = diag(αt0 , 1, . . . , 1).

Let F : GLn(Fq)→ G be the map defined as

F (ht0s) = (g0s
−1
0 )ts = zt0h

t
0s for each t ∈ Z and s ∈ SLn(Fq).
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I claim that this map has the desired properties. First, we check the well-definedness: if t1, t2 ∈ Z
and s1, s2 ∈ SLn(Fq) are such that ht10 s1 = ht20 s2, then diag(αt0(t1−t2), 1, . . . , 1) = ht1−t20 = s2s

−1
1 ∈

SLn(Fq), so t1 − t2 must be divisible by q − 1. Then zt1−t20 = 1, so

F (ht10 s1) = zt10 h
t1
0 s1 = zt2−t10 zt10 h

t2
0 s2 = zt20 h

t2
0 s2 = F (ht20 s2).

Therefore, F is well-defined. We next check that it is a group homomorphism: for t1, t2 ∈ Z and
s1, s2 ∈ SLn(Fq), we have

F (ht10 s1h
t2
0 s2) = F (ht1+t20 (h−t20 s1h

t2
0 s2)) = zt1+t20 ht1+t20 (h−t20 s1h

t2
0 s2)

= zt10 z
t2
0 h

t1
0 s1h

t2
0 s2 = zt10 h

t1
0 s1z

t2
0 h

t2
0 s2 = F (ht10 s1)F (ht20 s2).

Since G = 〈g0, L〉 = 〈g0s−10 , L〉, every element of G can be written in the form (g0s
−1
0 )ts for some

t ∈ Z and s ∈ L = SLn(Fq). Therefore F is surjective.

Finally, we check that kerF = 〈αdI〉. If ht0s ∈ kerF for t ∈ Z and s ∈ SLn(Fq), then

(g0s
−1
0 )t = (g0s

−1
0 )tss−1 = F (ht0s)s

−1 = s−1 ∈ L.

Since G = 〈g0s−10 , L〉, the element (g0s
−1
0 )L ∈ G/L has order exactly d. Hence d must divide t, so

we may write t = dt′ for some t′ ∈ Z. Then

ht0s = z−t0 (g0s
−1
0 )ts = z−dt

′

0 F (ht0s) = z−dt
′

0 ∈ Z(GLn(Fq)) = 〈αI〉.

Since zd0 has order dividing q−1
d , it follows that z−dt

′

0 ∈ 〈αdI〉, so that kerF ≤ 〈αdI〉. Also,

| kerF | = |GLn(Fq)|
|G|

=
(q − 1)| SLn(Fq)|

d|L|
=
q − 1

d
= |〈αdI〉|.

Therefore kerF = 〈αdI〉, so GLn(Fq)/〈αdI〉 ∼= G. �

To determine the geometric monodromy groups of the summands Gj , we need to know what are
the irreducible constituents of the monodromy representation of W as a representation of GLn(Fq).
Motivated by [15, Theorem 16.6] for SUn(Fq) and its extension [17, Theorem 1.2] to GLn(Fq), we
will prove an analogous result for GLn(Fq) and use it to study this representation. By a slight abuse
of notation, we will also denote by Weil and Weilj the representations of GLn(Fq) corresponding to
these modules.

Theorem 5.9. Suppose that a complex representation Φ of GLn(Fq) has the following properties:

(a) Weil0 = Weil′0⊕1 is isomorphic to a subrepresentation of Φ,
(b) Φ|SLn(Fq) ⊕ 1 ∼= Weil |SLn(Fq), and

(c) The values of the character afforded by Φ⊕ 1 are in {1, q, q2, . . . , qn}.

Then Φ =
⊕q−2

j=0 Weilj ⊗Xej for some integer e, where X := GLn(Fq)
det−−→ F×q

α 7→λ−−−→ C× is a
one-dimensional representation of order q − 1.

Proof. For each integer b′, c′ such that b′ 6≡ c′ mod qn−1−1
q−1 , let

xb′,c′ :=

(
αb
′

0

0 αc
′−b′
n−1

)
∈ GL1(Fq)⊕GLn−1(Fq) < GLn(Fq).

If c′ − b′ is divisible by qn−1−1
q−1 , then instead define

xb′,c′ :=

(
αb
′

0

0 αc
′−b′+q−1
n−1

)
∈ GL1(Fq)⊕GLn−1(Fq) < GLn(Fq).
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Since n ≥ 3, we have qn−1−1
q−1 ≥ q2−1

q−1 = q + 1 > q − 1, so if c′ − b′ is divisible by qn−1−1
q−1 then

c′− b′+ q− 1 is not. Recall that αn−1 permutes all qn−1− 1 nonzero vectors of Fn−1q cyclically, and

that α
qn−1−1

q−1

n−1 = αI acts on Fn−1q as a scalar. Therefore, the lower diagonal block of xb′,c′ cannot

have any eigenvector in Fn−1q . It follows that the only eigenvectors of xb′,c′ in Fnq are those of the

form (u, 0) ∈ Fq ⊕ Fn−1q for nonzero u ∈ Fq, and they have eigenvalue αb
′
.

Lemma 2.1 tells us that the spectrum of the action of xb′,c′ on Weilj can be partitioned into
subsets, and each of this subsets is, in the notations of section 2, the set of all svth roots of λtvj ,
where v is a representative of the ∼xb′,c′ -equivalence class corresponding to this subset. The sum

of the eigenvalues in a such subset is 0 unless sv = 1, in which case the sum is simply λtvj . But
sv = 1 means that v is an eigenvectors of xb′,c′ , and as we saw above, the only eigenvectors of xb′,c′

are those of the form (u, 0) ∈ Fq ⊕ Fn−1q with u 6= 0. Therefore, the trace of the action of xb′,c′ on

Weilj is λb
′j .

The determinant of xb′,c′ is

detxb′,c′ = αb
′
NFqn−1/Fq

(αc
′−b′
n−1 ) = αb

′
(αc

′−b′
n−1 )

qn−1−1
q−1 = αb

′+(c′−b′) = αc
′

if c′ 6≡ b′ mod qn−1−1
q−1 , and for the other cases we also get

detxb′,c′ = αb
′
NFqn−1/Fq

(αc
′−b′+q−1
n−1 ) = αb

′+(c′−b′+q−1) = αc
′
.

Thus we get X(xb′,c′) = λc
′
.

Since Φ|SLn(Fq) ⊕ 1 ∼= Weil |SLn(Fq), and Φ has a subrepresentation isomorphic to Weil0, we must
have

Φ ∼= Weil0⊕
q−2⊕
j=1

Weilj ⊗Xij =

q−2⊕
j=0

Weilj ⊗Xij

for some integers ij with i0 = 0. Then by the assumptions and the above calculations, for each pair
of integers b′, c′ we get

1 + Trace Φ(xb′,c′) = 1 +

q−2∑
j=0

λb
′j+c′ij ∈ {1, q, . . . , qn}.

This is a sum of q roots of unity, so this is actually in {1, q}.
For each b′, c′ ∈ Z and j ∈ {0, . . . , q − 2}, let db′,c′,j be the unique integer in {0, . . . , q − 2} such

that db′,c′,j ≡ b′j + c′ij mod q − 1. Consider the polynomial

Pb′,c′(T ) :=

q−2∑
j=0

T db′,c′,j ∈ Z[T ].

Then every coefficient is nonnegative, and the constant term is positive since db′,c′,0 = 0. Clearly
Pb′,c′(1) = q − 1, and for each integer r, we have Pb′,c′(λ

r) ∈ {0, q − 1}. By [17, Theorem 3.1 and
Lemma 3.2], there exists e ∈ Z such that ij ≡ ej mod q − 1 for all j = 0, . . . , q − 2. Since X has
order q − 1, we get

Φ ∼=
q−2⊕
j=0

Weilj ⊗Xej .

�
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Corollary 5.10. The monodromy representation of G0 as a representation of GLn(Fq) is Weil′0.
The set of monodromy representations of Gj for j = 1, . . . , q − 2 is equal to the set {Weilj ⊗Xej |
j = 1, . . . , q − 2}, where e is an integer such that ne+ 1 has order exactly d in Z/(q − 1)Z, and X
is as in Theorem 5.9.

Proof. We know that the restriction of the monodromy representation of W to L is the same as
the restriction of Weil′0⊕

⊕q−2
j=1 Weilj to SLn(Fq). The only irreducible constituent of rank A − 1

of them are G0 and Weil′0. Therefore, G0 as a representation of GLn(Fq) is Weil′0⊗Y for some one-

dimensional representation Y of GLn(Fq) which is trivial on 〈αdI〉. Since g0 has simple spectrum

on G0, it also has simple spectrum on Weil′0. By Theorem 2.7, g0 as an element of GLn(Fq)/〈αdI〉
is the image of αan ∈ GLn(Fq) for some integer a relatively prime to A. The spectrum of the action
of αan on Weil′0 is the set of Ath roots of unity other than 1, which is exactly the spectrum of g0 on
G0. Therefore, as a representation of GLn(Fq)/〈αdI〉, Y contains both g0 and L in the kernel. Since

G = 〈g0, L〉, Y is trivial. Therefore, Q` ⊕W as a representation of GLn(Fq) satisfies the condition

of Theorem 5.9. By Theorem 5.9, W must be Weil′0⊕
⊕q−2

j=1 Weilj ⊗Xej for some integer e, where
X is as in Theorem 5.9.

The restriction of Weilj ⊗Xej to Z(GLn(Fq)) = 〈αI〉 maps αI to λj+nej = λ(ne+1)j . Since the

kernel of the monodromy representation of W is 〈αdI〉, it follows that λ(ne+1)j has order dividing d
for all j, and order exactly d for at least one j. Therefore ne+1 has order exactly d in Z/(q−1)Z. �

We finish this section with the following result on the geometric monodromy group of a Kummer
pullback of W. The proof is entirely analogous to [13, Corollary 8.4].

Corollary 5.11. Let f be a divisor of d. The geometric monodromy group Gf of the Kummer

pullback [f ]∗W is (SLn(Fq) o 〈diag(αf , 1, . . . , 1)〉)/〈αdI〉.

6. Abhyankar’s Theorem on Galois Groups of Trinomials

In [13, Section 9], Katz and Tiep related their hypergeometric sheaves to Abhyankar’s result [2,
Theorem 1.2] on the Galois groups of certain polynomials. Since those sheaves are precisely the
sheaf W in the previous section with m = n − 1, b = 1 and c = 0, it is natural to ask if this
connection can be generalized to other values of m.

Consider the polynomial described in [2, Theorem 1.2]:

F (T,U) := T q
n−1 − xU rT qm−1 + yU s ∈ Fq(U)[T ]

where n,m are integers relatively prime to each other, x, y are nonzero elements in Fq, and r, s

are nonnegative integers such that r(qn − 1) 6= s(qn − qm). Let y′, z ∈ Fq be numbers such that

(y′)q
n−1 = y, zr(q

n−1)−s(qn−qm) = x−1(y′)q
n−qm and let K0 be a finite extension of Fq such that

x, y′, z ∈ K0. The Galois group of this polynomial over Fq(U) is the geometric monodromy group

Ggeom,A of the lisse Q`-sheaf A over Gm/K0 whose trace at u ∈ K× for a finite extension K of K0

is the number of solutions of the equation

F (T, u) = T q
n−1 − xurT qm−1 + yus = 0.

If we take the [qn − 1]∗ Kummer pullback, then we get a lisse sheaf over Gm/K0 whose trace at
u ∈ K× is

|{w ∈ K× | wqn−1 − xu(qn−1)rwqm−1 + yu(q
n−1)s = 0}|

=|{w ∈ K× | (b′usw)q
n−1 − xu(qn−1)r(b′usw)q

m−1 + yu(q
n−1)s = 0}|

=|{w ∈ K× | wqn−1 − x(y′)−q
n+qmur(q

n−1)−s(qn−qm)wq
m−1 + 1 = 0}|
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The geometric monodromy group Ggeom,[qn−1]∗A of this sheaf satisfies

Ggeom,[qn−1]∗A EGgeom,A, Ggeom,A/Ggeom,[qn−1]∗A is cyclic of order dividing qn − 1.

Let B be the lisse sheaf over K0 obtained by taking multiplicative translate [u 7→ zu]∗[qn−1]∗A.
The geometric monodromy group Ggeom,B is the same as Ggeom,[qn−1]∗A, and the trace of B at

u ∈ K× is

|{w ∈ K× | wqn−1 − x(y′)−q
n+qm(zu)r(q

n−1)−s(qn−qm)wq
m−1 + 1 = 0}|

=|{w ∈ K× | wqn−1 − ur(qn−1)−s(qn−qm)wq
m−1 + 1 = 0}|.

Since r(qn − 1) − s(qn − qm) is a nonzero multiple of q − 1, B is geometrically isomorphic to the
[(r(qn − 1)− s(qn − qm))/(q − 1)]∗ Kummer pullback of the lisse sheaf C over Gm/K0 whose trace
at u ∈ K× is

|{w ∈ K× | wqn−1 − uq−1wqm−1 + 1 = 0}|.

On the other hand, if we choose integer b, c such that n,m, b, c satisfies the conditions of Theorem 4.1,
and use the notations from the previous section, then the [qm]∗ Frobenius pullback of C has trace

|{w ∈ K× | wqn−1 − u(q−1)qmwqm−1 + 1 = 0}|

=|{w ∈ K× | wqn−1 − ub(qn−1)−(b+cqm)(qm−1)wq
m−1 + 1 = 0}|

=|{w ∈ K× | (ub+cqmw)q
n−1 − ub(qn−1)−(b+cqm)(qm−1)(ub+cq

m
w)q

m−1 + 1 = 0}|

=|{w ∈ K× | u(b+cqm)(qn−1)wq
n−1 − ub(qn−1)wqm−1 + 1 = 0}|.

Therefore, by Proposition 5.4, [qm]∗C is geometrically isomorphic to [qn − 1]∗(Q` ⊕W).
Using these geometric isomorphisms, we can show that the geometric monodromy group of C is

isomorphic to that of [q − 1]∗Q` ⊕W, which is SLn(Fq) by Corollary 5.11. Hence, Ggeom,B are also
isomorphic to SLn(Fq), since B is geometrically isomorphic to [(r(qn − 1)− s(qn − qm))/(q − 1)]∗C
as we saw above. Since Ggeom,[qn−1]∗A is isomorphic to Ggeom,B, it follows that Ggeom,A contains a
normal subgroup SLn(Fq), and Ggeom,A/ SLn(Fq) is cyclic of order dividing qn − 1. On the other

hand, the qn − 1 roots of F (T,U) ∈ Fq(U)[T ] together with 0 form an n-dimensional Fq-vector
space. Each element of the Galois group acts Fq-linearly on this set, so the Galois group Ggeom,A is
contained in GLn(Fq). Thus we get the conclusion of case (3) of [2, Theorem 1.2].
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